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Abstract. In this paper an object learning system for image under-
standing is proposed. The knowledge acquisition system is designed as a
supervised learning task, which emphasises the role of the user as teacher
of the system and allows to obtain the object description as well as to
select the best recognition strategy for each specific object. From several
representative examples in training images, an object description is ac-
quired by considering different model representations. Moreover, different
recognition strategies are built and applied to obtain initial results. Next,
teacher evaluates these results and the system automatically selects the
specific strategy which best recognise each object. Experimental results
are shown and discussed.

1 Introduction

The aim of image understanding systems is easy to describe. Given an arbitrary
photograph, we would like to automatically understand and give meaning to
the image by identifying and labeling significant objects in the image. Neverthe-
less, although we human perform this perception in an immediate and effortless
manner, to adequately describe a scene significantly involves the integration of
different image processing techniques, pattern recognition algorithms, and arti-
ficial intelligence tools, and is a very difficult problem in computer vision [1].

An image understanding system can also be considered as a knowledge-based
vision system, because such system requires models that represent prototype
objects and scenes. Hence, two important issues must be taken into account: (1)
the way in which the model knowledge is organized and stored, and (2) how this
knowledge is acquired. However, while knowledge representation has become a
permanent focus of interest and a large number of proposals can be found in the
literature (see [2]), knowledge acquisition tools are still in their infancy [2].

Early systems were generally not oriented to facilitate the entry of knowledge
or carry out some form of automated learning. In contrast, most of the existing
systems had to incorporate this new model knowledge by hand; and all the more
so for code-encapsulated data. Examples are the Schema system [3] and the
region analyzer of Ohta et al. [4], which are successful systems and works of
reference. Nevertheless, nowadays most vision researchers agree that the success
of scene description systems lies on their ability to learn from experience and
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training, and there is in last years a clear trend towards the consideration of
learning as one of main issues that need to be tackled in designing a visual
system for object recognition [5, 6].

Automated learning must consider the acquisition of object models as a de-
scription of the object attributes as well as a selection of the strategy used to find
and recognize it in an image. Actually, not all objects are defined in terms of the
same attributes, and even these attributes may be used in various ways within
the matching or interpretation process. Therefore, the learning system must take
a flexible and multifaceted recognition strategy into account. A large number of
object recognition strategies have been proposed to achieve a particular goal.
However, we think is too much pretentious to think that a single method will be
able to correctly model and recognize all objects in the real world visual gallery.
There is not a perfect strategy for all objects and very little research in the field
of computer vision has gone into the problem of determining the best recognition
strategies [7].

In this paper we propose an object learning framework for image under-
standing mainly oriented to outdoor scene images, which addresses the problem
of automatic object recognition strategy selection. Inspired on relevance feedback
techniques used on image retrieval systems [8], the knowledge acquisition system
is designed as a supervised learning task, which involves the user as teacher and
part of the learning process. Therefore, the learning allows to obtain the object
description as well as to select the best recognition strategy for each specific
object under a friendly and effortless user interface.

The remainder of this paper is structured as follows: Section 2 describes the
proposed supervised object knowledge learning, focusing on the object descrip-
tion, recognition strategy design and the strategy selection. Experimental results
proving the validity of our proposal appear in Section 3. Finally, conclusions are
given in Section 4.

2 Learning Proposal

Models constitute representations of the real world, and thus, modeling implies
the choice of a suitable set of parameters in order to build those representations.
Obviously, the selection of the parameters will affect how well the models fit
reality, and this becomes a central issue in any modeling process. Due to the
complexity of outdoor scenes, our approach includes the possibility that every
single object can be described by specific features and a specific recognition
strategy, facilitating later recognition processes. With the aim to provide some
improvements in knowledge engineering tasks, system code and models databases
become totally independent, with a fast, simple and easy data acquisition pro-
cess.

Our object learning approach has been designed as a supervised task, which
emphasizes the role of the user as the responsible of teaching the system. First,
the teacher selects representative examples of objects in training images. From
these examples, an object description is acquired by considering different model



A Learning Framework for Object Recognition on Image Understanding 313

Fig. 1. Scheme of the proposed knowledge acquisition process, working as a supervised
learning task.

representations. Next, several strategies to recognize the object are built and
applied in order to obtain initial recognition results. These results are evalu-
ated by the teacher, and the system automatically selects the specific strategy
which best recognize each object. A global scheme of the proposed knowledge
acquisition process is shown in Figure 1.

2.1 Object Description Acquisition

The teacher firstly selects meaningful examples of objects in the training im-
ages by clicking on a pixel corresponding to the object of interest. This simple
selection allows us to extract the whole object and to compute and register dif-
ferent model representations which provide a complete description of the object.
Specifically, the acquired information is composed by:

– Pixel-based description: from the selected point, a set of neighboring
pixels are extracted and considered as samples of the object pixels. Next, a
large number of color and texture features of these pixels are measured. We
initially consider the whole set of features as candidates to characterize real
objects. In particular, 28 color features related to different color spaces and
a set of 8 co-occurrence matrix based texture features are computed for each
pixel.

– Region-based description: a color texture active region which integrates
region and boundary information [9] grows from the selected point in order
to segment the region corresponding to the whole object. Color and texture
descriptors, as well as shape information based on Fourier descriptors [10],
are extracted for each region in order to describe and characterize the object
of interest.

2.2 Object Recognition Strategies

The object descriptions can be used in different ways in order to recognize the
object. We initially selected, implemented and included into our framework three
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simple and basic recognition algorithms, which differ on the description model
they use as well as the philosophy of the strategy. Recognition strategy A is a
top-down approach based on the pixel-level description; recognition strategy B
follows a classic bottom-up approach based on a general non-purpose segmenta-
tion; while strategy C is a pure hybrid strategy which applies a knowledge-guided
search over an initial segmentation. More specifically,

Recognition Strategy A. The top-down strategy consists on the direct search
of a specific object by exploiting information concerning the object’s character-
istics. The implemented method, similarly to the proposal of Dubuisson-Jolly
and Gupta [11], models the different objects by a multivariate Gaussian distri-
bution. A pixel-level classification is obtained by using the maximum likelihood
classification technique which assigns each pixel to the most probable object.

Recognition Strategy B. A classical bottom-up approach for image under-
standing was considered for this method. The technique is mainly based on a
general purpose segmentation step which tries to part the image into meaningful
regions. A color texture segmentation algorithm based on active regions, which
integrates region and boundary information [9] was used for this purpose on
our implementation. Next, main regions are labeled according to their similarity
with stored models.

Recognition Strategy C. Finally, the last implemented method can be con-
sidered as a pure hybrid strategy, which starts as the previous approach with
a general segmentation. However, a top-down strategy is then performed over
these results to specifically find objects of interest. As was noted by Draper et
al. [7], not all object classes are defined in terms of the same attributes, and a
previous feature selection process allows to select the specific subset of features
which best characterizes each single object. Next, selected features are consid-
ered to look for the segmented regions on the image which match with the object
model.

2.3 Recognition Strategy Selection

Once the process of recognition strategies design is complete, the best specific
strategy to recognize each object must be determined. This is the key stage
of our proposal; inspired on relevance feedback techniques extensively used on
content-based image retrieval systems [8], the role of the user is emphasized
and he/she is involved as a vital part of the learning process. With the help of
the teacher interaction, the system is able to evaluate the different recognition
strategies and to learn which is the best strategy for each object.

Therefore, given a reduced set of training images, the recognition methods
are launched together to find all the instances of the given object. Obviously,
these strategies can provide different results: because a strategy misses an object
apparition, or contrarily it gives a false positive. And in all cases the extraction
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accuracy must be determined. Hence, these recognition results are visually re-
trieved to the teacher in order to evaluate their quality. In front of these results,
the teacher marks the found instances to indicate if they are well recognized or
not. In other words, if the strategy (or strategies) which obtained this recogni-
tion was right or wrong. We provide the teacher with three levels of correctness:
highly correct, correct and wrong. Although the use of more levels could proba-
bly provide more information, we consider it would be lesser friendly for the user
to interact with the system. When results have been evaluated by the teacher,
this information allows to the system measure the score of each strategy and
finally select the strategy which best recognize the object.

The learning process ends with a final verification step. A visual feedback
is provided by means of recognizing the object in the set of training images.
Obviously, the specific selected strategy will be used for each object. This visual
feedback guides the teacher, giving him the option to interfere in the learning
process by introducing new training images.

3 Experimental Results

We applied our method to a color image data set constructed using 100 images
from the image database of the University of Oulu [12] and also a set of images
taken by ourself. These images consists on natural outdoor scenes and mainly
contain typical objects in rural and suburban area. We segmented and labeled
them manually into 4 classes: sky, grass, trees, road, while the remaining areas are
considered as unknown objects. The training set includes 20 selected images and
the remaining 80 were used for testing. We evaluate both, the method selection
from the user interaction (section 3.1), and the final goodness of the recognition
using the selected strategy (section 3.2). Furthermore, the system is available on
an on-line web-based application at http://ryu.udg.es.

3.1 Learning Results

The selection of a specific object recognition method from the user feedback and
how the system is able to capture the user’s criterion, is evaluated by measuring
its match with the quantitative results obtained for the different techniques over
the training images. Ideally, the selected method must be that which achieves
the best results. Table 1 summarizes the scores assigned to each method from the
teacher judgements. For example, the user qualifies the top-down strategy for
recognizing the road with a quality percentage of 87.50%, which means that the
user mostly agrees with the results obtained by this strategy in the recognition of
the road object. The method which obtains the best score is specifically selected
for each object. Summarizing, the top-down strategy A was selected for the
recognition of road and grass, while the hybrid strategy C was considered for the
sky and trees.

On the other hand, Table 2 shows the quantitative evaluation of the strategies
over the same training images by measuring the percentage of well classified and
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over-classified pixels. As was desirable, the strategies selected by the user to
classify each object achieve the best results, which means the system is able to
capture the user feedback and selects the best method over the set of training
images. However, the selection for the sky object must be explained. In this case,
the system selected the strategy C while the strategy A obtained a 100% of well
classified pixels. Nevertheless, this initially wrong decision can be justified by the
high percentage of wrongly over-classified pixels which obtains the A top-down
strategy. Figure 2 shows the object classification obtained by both techniques
over some images of the training set. As is stated in the first column, the top-
down strategy A correctly extracts the sky, but confuses some road pixels with
this object, while a better recognition is achieved by the hybrid strategy C, which
reaffirms the selection performed by our system from the user feedback.

Table 1. Scores obtained to recognize each object taken into account the user criterion.
(TD = Top-down; BU = Bottom-up; H = Hybrid.)

Percentage acquired from the user

Strategy sky road grass trees

strategy A (TD) 37.50% 87.50% 50.00% −50.00%

strategy B (BU) 10.00% 20.35% 24.5% 10.18%

strategy C (H) 100.00% 71.43% 35.00% 44.12%

Table 2. Percentages of well classified and over-classified pixels over the training im-
ages. (TD = Top-down; BU = Bottom-up; H = Hybrid.)

Percentage acquired from the training classified images

Strategy sky road grass trees
ok over ok over ok over ok over

strategy A (TD) 100.00% 10.01% 89.24% 0.25% 87.55% 1.39% 73.36% 9.31%

strategy B (BU) 60.00% 15.00% 60.49% 3.00% 61.04% 7.00% 63.87% 5.00%

strategy C (H) 90.15% 4.38% 75.84% 0.43% 83.13% 3.65% 88.31% 3.13%

3.2 Classification Results

Table 3 summarizes the object recognition results obtained by both selected
strategies (top-down strategy A and hybrid strategy C) over the test images
set. Moreover, the last row show the percentages obtained by each selected spe-
cific object method. The last columns shows the percentages taken into account
all objects. From these quantitative results, the significant improvement that is
achieved by the use of a specific method for each single object and, the combi-
nation of strategies on the whole system in front of a single technique, is stated.
Specifically, using the set of selected strategies the system obtains a 85.30% of
well-classified pixels, which is clearly superior to the scores obtained by both in-
dividual techniques. Moreover, the lowest percentage of wrongly over-classified
pixels, 1.88%, is obtained. The results can be qualitatively evaluated in Figure 3,
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sky road grass trees

Fig. 2. Some labeling results over the training images set. First row shows results by
the top-down strategy A; while second row shows results by the hybrid strategy C.

Table 3. Object classification and over-classification rates over the test images. The
last row shows the percentages achieved by the object specific strategy selected from
the user feedback.

Percentage acquired from the testing classified images

Strategy sky road grass trees average
ok over ok over ok over ok over ok over

strategy A 64.49% 4.94% 86.46% 0.30% 83.20% 1.38% 67.79% 10.69% 75.48% 4.30%

strategy C 83.92% 0.37% 67.24% 0.33% 46.06% 2.27% 87.62% 5.51% 71.21% 2.80%

selected 83.92% 3.15% 86.46% 0.30% 83.20% 1.38% 87.62% 5.51% 85.30% 1.88%

sky road grass trees

Fig. 3. Some labeling results over the test images set using by each object the strategy
selected by the proposed learning framework.

which shows the object recognition achieved by our system using specifically se-
lected object recognition techniques, and denotes the correctness of the object
learning and extraction.
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4 Conclusions

An object learning framework for image understanding has been described. The
process has been designed as a supervised learning task, which emphasizes the
role of the user as system teacher. From some examples provided by the teacher,
the system extracts the information required to describe the object. Moreover,
the learning allows to select the best recognition strategy for each specific object
under a friendly and effortless user interface. Experimental results has stated
the convenience of using a set of object specific recognition methods.

Extensions of this work are oriented to the improvement of the strategy
selection to make possible the combination of several techniques as the best
method to recognize an object. Furthermore, new recognition strategies will be
included into the system.
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