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The random finite-set formulation for multiobject estimation provides a means of estimating the number of objects in cluttered environments with missed detections within a unified probabilistic framework. This methodology is now becoming the dominant mathematical framework within the sensor fusion community for developing multiple-target tracking algorithms. These techniques are also gaining traction in the field of feature-based simultaneous localization and mapping (SLAM) for mobile robotics. Here, we present one such instance of this approach with an underwater vehicle using a hierarchical multiobject estimation method for estimating both landmarks and vehicle position.

Underwater Robotics and SLAM

The subsea industry is increasingly interested in the use of autonomous underwater vehicles (AUVs) to perform inspection, maintenance, and light intervention tasks at submarine facilities. Of particular interest is the ability to have vehicles operating unattended for extended periods of time, which is a key to reducing operating costs. A critical issue in this is the vehicle’s awareness of its...
environment as well as its place within that environment, i.e., SLAM. To perform path-finding operations, surveys, or interventions, the vehicle must have a map of its surroundings as well as a firm knowledge of its own position relative to the local area. It is for these reasons that SLAM is widely described as a fundamental problem in mobile robotics.

The localization of AUVs is a particularly challenging area of research. The use of global positioning systems is limited to the surface of the water due to high levels of attenuation. An attitude and heading reference system is used to estimate the orientation of the vehicle, and the position is estimated using a dead reckoning algorithm with measurements from a pressure sensor and a Doppler velocity log (DVL). The DVL measures velocity with respect to the water or the sea bottom. It is possible to perform corrections due to drift in the sensors or noisy measurements by incorporating this estimation into a SLAM framework.

Distilled to its core, SLAM is a state-estimation problem: given a sequence of noisy sensor readings and odometry inputs, what is the most likely configuration of the robot’s trajectory and environment? Early breakthroughs in SLAM were provided using the extended Kalman filter (EKF) to address this as a joint state estimation problem, coupling the positions of the vehicle and landmarks [1], [2]. In the decades following this foundational work, SLAM has grown into a vibrant field of research, with a great diversity of algorithms and application areas. Of particular note are unscented Kalman filter SLAM [3] as well as the widely acclaimed particle-based FastSLAM family of algorithms [4], [5].

More recently, advances in set theoretic approaches have given rise to a new class of algorithms for multiple-object estimation based on random finite sets (RFSs). This article examines a vein of research that aims to bridge the fields of SLAM and multijet estimation by introducing these methods to robotic applications. Already, these algorithms are gaining traction with researchers in the area of SLAM due to their ability to implicitly model the data association of landmarks and deal with high rates of false positives/negatives [6], [7]. Last year’s IEEE Conference on Robotics and Automation included a workshop dedicated to the use of RFS methods in SLAM [8]–[10]. The work presented in this article is, to the best of our knowledge, the first application of RFS techniques in underwater robotics.

**Probability Hypothesis Density Filters and RFSs**

Prompted by the plethora of heuristic approximations to multitarget filtering, the probability hypothesis density (PHD) filter was derived as a principled approximation of the multitarget Bayes filter [11], [12]. It has been demonstrated to perform well under difficult measurement conditions characterized by 1) inaccurate measurements (noise), 2) failure to detect targets (missed detections), and 3) false detections (clutter). An example of what can be achieved is shown in Figure 1.

The traditional approach to multitarget filtering relies on using either a multitarget state-space or multiple single-target filters. Both approaches require the data-association problem to be addressed as well as complex heuristics to deal with missed detections and addition/removal of targets.

In contrast, the PHD filter adopts a flexible RFS representation for the multitarget state. Given a target space \( \mathcal{X} \subset \mathbb{R}^d \), an RFS on \( \mathcal{X} \) is an unordered set of random vectors

\[
\{x_1, \cdots, x_n \in \mathcal{X}\},
\]

where the cardinality of the set, \( n \), is itself a random quantity. Adopting this representation, we can define a more sophisticated measurement model to handle the previously discussed measurement difficulties. For a particular target state \( x_i \), let the probability of detection be \( p_D(x_i) \), then the generated measurement is modeled as an RFS \( Y(x_i) \) with the following probability density function:

![Figure 1](image_url)
\[ Y(x_i) = \begin{cases} \phi & \text{with probability } 1 - p_D(x_i) \\ \{z_i\} & \text{with probability } p_D(x_i)g(z_i | x_i), \end{cases} \]  

(1)

where \( g(z_i | x_i) \) is the measurement likelihood defined by the sensor’s noise characteristics. In addition, we define an RFS \( C \), which constitutes the clutter measurements. Typically, we define the clutter to be a Poisson-distributed process. The entire measurement set is, thus, an RFS defined as

\[ Z = Y(x_1) \cup \cdots \cup Y(x_i) \cup C. \]  

(2)

With this measurement model in hand, we can apply the tools of multivariate calculus to derive a multiobject measurement likelihood, which weighs each detection against the likelihood of a missed detection or clutter in a principled fashion. This likelihood can be used to formulate a multiobject Bayes filter, but such a filter would be very difficult to implement for all but the most trivial scenarios. This is because it would have to propagate a multiobject probability density function, which is defined over all possible configurations for every cardinality of objects. The PHD filter is an approximation of this full multiobject filter, which propagates the first moment of the multiobject density function. This moment is known variously as the PHD or intensity function. The PHD can be roughly conceived as the expected value of an RFS. It is a non-negative function on \( X \), where locations with high values correspond to likely locations of the objects. It also encodes the likely number of objects; the integral of the PHD over a certain region is the expected number of objects in that region.

**SC-PHD Filter**

The derivation of the first moment filter involves an assumption on the nature of the prior distribution. For example, the PHD filter assumes that the prior is distributed according to a Poisson process, and the cardinalized PHD filter assumes an independently and identically distributed process. The single-cluster PHD (SC-PHD) filter used for SLAM assumes a single-cluster process. A cluster process is a hierarchical relationship between two point processes, where the outcome of a daughter process is conditioned on the outcome of the parent process. For example, it is the conditional relationship between the daughter and the parent that defines a cluster process. In SLAM, we consider the configuration of the map features to be the daughter process, which is conditioned on the state of the vehicle, which constitutes the parent process. As there is only one vehicle, there is only one cluster, so we are dealing with a single-cluster process. The full equations for the SC-PHD filter can be found in [13], but, for the sake of completeness, we will briefly summarize it here. Given a prior PHD for the vehicle position \( X \) and map \( M \)

\[ D_k - 1 (X, M) = s_k(X)\tilde{D}_{k-1}(M | X). \]  

(3)

The first step in an iteration of the SC-PHD filter is the Chapman–Kolmogorov prediction

\[ D_{t_k - 1}(X, M) = \int s_{t_k - 1}(X')\pi_{t_k - 1}(X|X')\tilde{D}_{t_k - 1}(M|X')dX', \]  

(4)

where \( \tilde{D}_{t_k - 1}(M|X) \) is the predicted PHD of the map

\[ \tilde{D}_{t_k - 1}(M|X) = \gamma_{t_k - 1}(M|X) + \int \tilde{D}_{t_k - 1}(M'|X') p_s(M'|X')\pi_{t_k - 1}(M|M';X')dM'. \]  

(5)

Similar to most SLAM filters, the parent and daughter PHDs are convolved with Markov transition densities \( \pi() \) and \( \tilde{\pi}() \), respectively, to propagate them forward in time. However, there are also a couple of elements here that are not usually found in SLAM filters. The map prediction is composed of two parts. The additional term \( \gamma_{t_k - 1}(M|X) \) is called the birth intensity, which models the PHD of newly appearing features. For practical purposes, the birth intensity is typically modeled from the current measurements [14]. Furthermore, the portion of the prediction corresponding to persistent targets incorporates a factor of \( p_s(M'|X') \), which is a conditional probability distribution that models feature survival. The measurement update equations are

\[ D_k(X, M) = \frac{s_{t_k - 1}(X)L_{z_{k}}(X)}{\int s_{t_k - 1}(X)L_{z_{k}}(X)dX}\tilde{D}_{k}(M|X), \]  

(6)

where \( \tilde{D}_{k}(M|X) \) is the updated PHD of the map

\[ \tilde{D}_{k}(M|X) = \bigg[(1 - p_D(M|X)) + \sum_{x \in Z_k} \frac{g(z|M,X)p_D(M|X)}{\eta_z(M|X)} \bigg] \]  

(7)

\[ \eta_z(X) = k_z(z) + \int p_s(M|X)\tilde{D}_{t_k - 1}(M|X)dM \times p_D(M|X)g(z|M,X)dM \]  

(8)

\[ L_{z_{k}}(X) = \exp\left\{-\int p_D(M|X)\tilde{D}_{t_k - 1}(M|X)dM\right\} \times \prod_{z \in Z_k} \eta_z(X). \]  

(9)

At first glance, these equations are understandably quite daunting, but we can tease out some meaning with closer inspection. In (6), we can see a Bayes’ rule update for the parent PHD \( s(X) \), where \( L_{z_{k}}(X) \) is a multiobject observation likelihood. The same Bayes’ rule structure can be seen inside the summation of (7). The remaining elements can be considered as a sort of bet hedging against the measurement difficulties previously discussed. The normalization term \( \eta_z(X) \) incorporates a term \( k_z(z) \) that models the intensity of clutter measurements so that each received measurement is weighted against the possibility of being spurious. The updated map PHD is a sum of a detection and nondetection term. If a measurement is not received for a particular feature, it will remain in the updated map, weighted by a factor of \( (1 - p_D(M|X)) \).
Some additional modifications are necessary to adapt the SC-PHD filter from a tracking filter to a SLAM filter. For example, the probability of detection is conditional on the parent process since it is tied to the vehicle’s field of view (FoV). Otherwise, we have found that the SC-PHD filter can be applied nearly out of the box, such as in the application described in this article.

Implementing the SC-PHD SLAM

To assess the suitability of the finite-set techniques for underwater navigational applications, we developed an implementation of an SC-PHD SLAM algorithm for use on an underwater robotic vehicle, the Girona 500. In this section, we will discuss a number of adaptations made to the algorithm as well as the experiment performed to evaluate its performance.

Girona 500 Vehicle

The Girona 500 [Figure 2(a)] is an underwater robotic vehicle developed by the Underwater Robotics Research Center (CIROS) at the University of Girona. It is a triple-hull design, with each torpedo-shaped hull measuring 0.3 m in diameter and 1.5 m in length. Its overall dimensions are 1.5 m × 1.0 m × 1.0 m (L × W × H), and its weight is less than 200 kg. Its maximum operating depth is rated at 500 m. The triple-hull design provides a high separation between the vehicle’s center of buoyancy and center of gravity, which, in turn, affords stability in pitch and roll. The Girona 500’s design is highly modular. It can be equipped with between three and eight thrusters in various configurations to allow for motion in three to six redundant degrees of freedom. In addition to the typical navigational and survey sensors, it has space dedicated to mission-specific payloads, such as robotic arms for intervention tasks.

Hybrid Particle PHD SLAM

As the SC-PHD can be separated into a parent and a conditional daughter term, we adopt a hybrid particle and Gaussian mixture approach for implementing the filter on our underwater vehicle. A particle vehicle state allows us to cope with a nonlinear observation model, while a Gaussian mixture map state keeps the computational expenses in the map update manageable. The filter is updated using velocity measurements from the DVL and relative positional measurements from landmarks. The particles representing the vehicle state are propagated forward in time using a three-dimensional (3-D) constant velocity motion model.

The vehicle state is defined by a 12-dimensional vector consisting of Cartesian and angular positions, and their respective velocities

\[
X = [x, y, z, \dot{x}, \dot{y}, \dot{z}, \phi, \psi, \dot{\phi}, \dot{\psi}]
\]

The Cartesian displacements x, y, and z are relative to the global reference frame, while the respective velocities are given in the vehicle reference frame.

Typically, this would require a particle state space consisting of positions and velocities in both linear coordinates and roll/pitch/yaw angles, for a total of 12 dimensions, which would require an enormous number of particles. To mitigate the curse of dimensionality, we first treat the roll and pitch angles and velocities from the inertial measurement unit (IMU) as a trusted source, thus eliminating one-third of the dimensions in the particle state space. However, the compass observations show significant inaccuracies, and, therefore, yaw values must remain in the filter state. We continue even further by implementing a pipelined approach for the linear velocities. We maintain a separate EKF to filter the vehicle-frame velocities based on a random-walk prediction and linear measurements from the DVL. These filtered velocities are then transformed to the global reference frame and used to predict the vehicle particles with the constant velocity model. In this manner, we need only to maintain a particle state space of five dimensions: (x, y, z, \theta, \dot{\theta}). Using this pipelined approach leads to estimation in a lower-dimension state space with the particles and lower variance on the estimated state [15]. Other options to improve the filter are the use of optimal sampling strategies [16] and multiple model filters [17] to better characterize the different behaviors of the vehicle.

The reduced-dimensionality state is propagated forward through time using a constant-velocity motion model

\[
X_{k|k-1} = \begin{pmatrix}
    x_{k-1} \\
    y_{k-1} \\
    z_{k-1} \\
    \dot{x}_{k-1} \\
    \dot{y}_{k-1} \\
    \dot{z}_{k-1} \\
    \theta_{k-1} + \Delta \theta \Delta t + n_{\theta} \Delta t^2 / 2 \\
    \dot{\theta}_{k-1} + n_{\theta} \Delta t
\end{pmatrix}
\]

where R is the 3-D rotation matrix computed from the three orientation angles, n_{\theta} is a process noise parameter on the yaw, and \Delta t is the length of the time interval.

The vehicle particles represent the parent state in the context of the SC-PHD filter, and, to each particle, we associate a Gaussian mixture, which represents the map, or daughter PHD conditioned on that particle’s trajectory. Updating the filter with landmark observations thus consists of performing the PHD filter update for each map [18], which is then propagated upward to the parent process. This is reflected by the weight update of the parent particles in the single-cluster process. Figure 3 shows this hierarchical update.

The SC-PHD SLAM algorithm bears some resemblance to a previous PHD filter SLAM solution: Rao–Blackwellized PHD (RB-PHD) SLAM [8]. Although the differences may be subtle, they are nevertheless important. The chief distinguishing factor between the two algorithms is the likelihood used to update the vehicle location (7). To evaluate the RB-PHD likelihood, Poisson approximations are required on both the prior and the posterior, and a further approximation is necessary on the number of map features. In contrast, the SC-PHD filter requires only a Poisson approximation on the prior. This has been shown to produce superior results in SLAM [13]. Moreover, the SC-PHD filter is not restricted to a particle filter implementation as Gaussian parent implementations have been proposed [19].
Detecting Features of Interest

In the absence of position measurements, the increase in uncertainty on vehicle position is unbounded. This can be reduced by incorporating measurements with respect to static targets underwater. Typically, these targets will correspond to features in manmade structures, such as risers, pipes, anchor chains, or naturally occurring rock formations and/or vegetation. In our experiments, we utilize a stereo camera to detect and triangulate such points of interest with respect to the camera. While our experiments here rely solely on vision-based features, sonar is also an important sensing regime for underwater robotics, although feature detection can be more problematic with sonar imagery compared with vision [20].

Points of interest in the sensor FoV can correspond to physically meaningful structures with semantic meaning or merely an abstract set of points. For example, an underwater riser in the camera FoV may represent a point of interest. In this case, we can attribute a semantic tag to the structure and possibly other identifying information. In contrast to this, a lower-level analysis of the structure may decompose the riser into a set of corners, lines, and/or circles, with each of these representing a point of interest. The use of semantic tags is only possible in the presence of prior information. The vehicle is unable to assign tags to unrecognizable landmarks, and, in such instances, points of interest, such as points and lines, are more appropriate.

Our approach parameterizes features as points in $\mathbb{R}^3$ and involves the use of standard image feature detectors, such as speeded-up robust features (SURF) [21] to detect a small number of strong features or key points in the image. By detecting and matching key points in a pair of stereo images, we can approximately triangulate the position of key points in the camera coordinate system (Figure 4). For complete details of the observation process, see [22]. Due to changes in illumination and contrast, the set of detected key points can change significantly between images. This gives rise to a situation...
with numerous unstable key points with poor probability of detection. The more stable key points will be tracked by the filter, while key points that are visible only briefly will be modeled by the clutter RFS in the PHD filter.

**Figure 4.** (a) The key points are matched between the left and right images. (b) Triangulation gives the 3-D coordinates of the points with respect to the camera. (Photo courtesy of the Underwater Robotics Research Center at the University of Girona.)

**Underwater SC-PHD SLAM**

To test the SC-PHD SLAM algorithm, we conducted an experiment in the test tank at CIRS, which measures 8 m × 8 m × 5 m. The bottom of the test tank is overlaid with a known pattern simulating the sea floor [Figure 2(a)], and the vehicle was teleoperated in a lawnmower survey trajectory over this pattern.

The vehicle is equipped with a downward-looking stereo camera recording at approximately 10 frames/s. The SURF features are extracted from the camera images to provide measurements for the SC-PHD SLAM algorithm. For the purpose of the filter update, the map features are projected onto the camera image plane, and the likelihoods are evaluated in the image domain. This allows for better characterization of the measurement noise. Due to the fact that the appearance of the surface over which the vehicle is travelling is known a priori, it is also possible to obtain a ground-truth trajectory for this scenario by reprojecting the collected camera images onto the pattern. This is shown in Figure 2(c).

Determining a ground truth for the map is far less straightforward. As we have the image file on hand for the map mosaic, it is possible to run a feature extractor on the image and predict where the most salient points of the environment would be. However, these features correspond to a top-down whole-scene view under ideal lighting conditions. It is not certain that the features extracted with this approach would be consistently observed from the various viewing angles, depths, and illumination conditions over the course of the vehicle’s trajectory. Therefore, we instead opt with a vehicle-oriented approach for locating the map features. Using the ground-truth trajectory described previously, we project the SURF features from each camera frame onto the mosaic and match the projected features against features detected in the mosaic. Features that are successfully matched are used to construct the two-dimensional histogram observed in Figure 5.

The raw images from the camera exhibit a high degree of distortion. Although corrected for, this distortion can manifest as errors in triangulation if camera calibration is inexact. We account for this in the experiment by assigning a relatively high level of additive noise to the feature measurements.

The results of the experiment are shown in Figure 6. Without SLAM, localization is performed using an EKF filter using velocity measurements from the DVL. It is clear that there is significant drift in the estimated vehicle position when only the DVL is used to perform dead reckoning. Aside from accumulated error in the velocity readings, the dead reckoning estimate also suffers from inaccurate heading measurements. As mentioned previously, the IMU values are trusted completely, but, in reality, the sensor is affected by soft-metal effects due to the proximity to the test tank’s concrete walls. This is evidenced by the significant deviation following the initial bend in the vehicle trajectory. In some portions of the trajectory, the IMU heading was off by up to 15°. For operations in open-sea settings, this effect should be far less pronounced as the sensor will be well separated from sources of interference.

Introducing the seafloor pattern as a navigational reference improves matters. Applying the SC-PHD SLAM algorithm results in a better estimation of the trajectory. The multiple loop closures in the trajectory serve to keep the localization error bounded and eliminates the cumulative
drift that occurs otherwise. The map state is taken from the map PHD belonging to the most highly weighted particle. As we have opted for a Gaussian mixture implementation for the map PHD, we can obtain the expected number of features by summing the weights of all of the mixture components; this is equivalent to taking the integral of the PHD over the entire map. We then select the most highly weighted mixture components as the locations of the map features. This is shown in Figure 5.

For comparison, we ran RB-PHD SLAM on our scenario using the single-feature approximation for computing the likelihood. Our results show that SC-PHD SLAM provides noticeably improved trajectory estimates.

Due to the limited computing capacity on board the vehicle, the SLAM algorithms are run offline. Clearly, autonomy is of paramount importance for robotics applications. We anticipate that, through a combination of algorithm optimization, improvements in available computing resources, and energy storage efficiency, real-time and online execution of SC-PHD SLAM is not too far in the future.

**Outlook**

We have observed here that PHD filter methods are suitable for application to the SLAM problem. There are, of course, some refinements that can be made to our implementation. For example, the suboptimal performance of the IMU in the...
constricted test tank environment warrants a more conservative handling of its readings. Our research in this avenue will continue as we integrate the SC-PHD SLAM algorithm into a larger autonomous control framework, using its navigational estimates to inform higher-level tasks and missions. The scenario presented here was in a high-light environment, where cameras may be used and a myriad of computer vision techniques can be brought to bear. Underwater vehicles operating at greater depths will be without this luxury and will need to rely on sonar, and feature detection will be even less straightforward. We expect that, given the PHD filter’s capability to excel in difficult sensing regimes, it can rise to meet these challenges, and we are looking forward to seeing many interesting applications in the underwater arena.
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