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ABSTRACT

This paper presents a novel method for the calibration of a
structured light configuration, which is a particular case of a
stereoscopic system in which one of the cameras is replaced
by a projector. The method uses vanishing points to remove
the keystone effect and to extract the parameters of the pro-
jector and of the camera. The calibration is performed using
a simple flat surface with orthogonal edges and no texture.
The result is a simplified calibration technique which does not
need complex calibration objects and that can be used in 3D
reconstruction applications. The model obtained is validated
through depth estimation measurements in a real scene.

Index Terms— Vanishing points, Self-calibration, Pat-
tern Projection, Structured Light, 3D Reconstruction.

1. INTRODUCTION

Visual 3D models are traditionally being used in object in-
spection and reconstruction, scene mapping and target or self
localization. Nowadays, there is an increasing demand for
3D content in the video games industry, virtual reality and
communications. Therefore, methods to perform metric mea-
surements in a non-intrusive manner have been investigated
for many years. The structured light (SL) techniques [10] are
well-known solutions for 3D data acquisition. The typical SL
configuration is formed by a stereoscopic system in which one
of the cameras is replaced by a projector. The role of the pro-
jector is to actively introduce landmarks in the scene in order
to solve the correspondence problem. Therefore, SL are also
known as active acquisition techniques.

The calibration of the projector, as part of a SL configu-
ration, is a critical issue since it is needed for performing the
triangulation. The projector can be seen as a reverse pinhole
camera [13, 5]. However, camera calibration methods can-
not be directly applied for the projector calibration since they
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have to cope with the lack of an image of the scene. Besides,
if the projector is not orthogonal to the projection screen, a
specific distortion, called the keystone effect, appears. The
traditional calibration of a SL system involves a previously
calibrated camera and the use of manufactured objects with
known geometry and location. The camera is used for cal-
culating the 3D position of the projected features. This is
also the main drawback of this methodology since the ap-
proximations of the camera model propagate to the projector’s
model. A better solution would be to calibrate independently
the camera and the projector. Recently, Martynov [7] de-
scribed a projector calibration method using an uncalibrated
camera as a sensor to determine the projector image by cal-
culating the camera-projector homography. The projector is
eventually modeled as a reversed camera and is calibrated us-
ing a classical camera calibration approach. However, the
method needs a series of iterations for determining the best fit-
ted points for the projected image. Also, the method is based
on the assumption that the points are accurately determined
on the image taken with the camera, briefly called in the re-
maining of the paper camera image, which might be difficult
if the projected pattern is distorted due to a possible misalign-
ment between the projector and the screen.

The camera used to provide the input for the calibration
of the projector introduces a perspective transformation of the
scene. Thus, a new distortion is added to the camera image
of the projected pattern. Despite this double distortion of the
pattern, a screen-projector homography can be inferred [11]
from the camera image and the projector image can be ob-
tained. The projector image is the image projected by the
projector and can be considered as the image taken by a cam-
era with the same intrinsic parameters as the projector and
placed at exactly the same location as the projector. A per-
spective transformation can be determined and applied to the
projected pattern in order to compensate the keystone effect.
Thus, a pinhole model can be obtained for the projector.

A convenient way to calibrate a pinhole model without
using a predefined calibration object is to use the image of the
points at infinity, known as vanishing points (VPs), which can
be accurately extracted from the scene structures [12] when
working in man-made environments. The properties of the



VPs obtained from orthogonal directions [4, 2] are directly
related to the focal length and the rotation of the camera with
respect to the world coordinate system. Therefore, the VPs
encapsulate important information about the pinhole model
and there are many available methods [9, 6, 1, 12] for the
accurate detection of the VPs.

In this paper, we present a novel calibration method of a
projector, as essential component of a SL system. First, the
projector projects a rectangular image on a screen with or-
thogonal edges. The camera takes the image of the screen
containing also the projected pattern affected by the keystone
effect. Then, a new projector image is obtained by transform-
ing the original image in order to remove the keystone effect.
The resulting projector image presents VPs along the two or-
thogonal edges of the screen. The VPs are eventually used to
calibrate the projector.

The calibration algorithm has the following steps:

1. Remove the keystone effect,

2. Determine the VPs of the projector image,

3. Calibrate the projector using its VPs.

In the following, the mathematical background for the
calculation of the VPs of the projector and the calibration
methodology are presented in section 2. The calibrated model
is validated by using it for 3D reconstruction as explained in
section 3. The paper ends with the conclusions that are de-
tailed in section 4.

2. CALIBRATION METHODOLOGY

The steps of the calibration process are illustrated in Fig. 1.
The SL configuration is outlined in Fig. 1(a). The first step
is to remove the distortion of the projector, distortion visible
in Fig. 1(b), introduced by the nonorthogonality of the pro-
jector to the screen. This goal is reached by transforming the
original projector image, shown in Fig. 1(c), such that VPs of
the observed pattern are aligned with the VPs of the screen,
see Fig. 1(d). Then, the the two VPs of the resulting projector
image, represented in Fig. 1(e), are used for the calibration of
the projector, modeled as a reverse pinhole camera.

2.1. Estimation of the projector’s VPs

A rectangular image is projected onto a screen located in front
of the projector. The optical axis of the projector is not or-
thogonal to the screen. The projected pattern is observed by
the camera and is affected by a double distortion resulting
from the combination of the keystone effect and the camera
perspective transformation. Figure 2 illustrates the four pro-
jected points Pi that bound the distorted pattern. A projector
with the optical axis perpendicular to the screen would pro-
duce a rectangular image having the same VPs as the screen.
Therefore, we can determine the positions of the points P ′

i

Fig. 1. Flowchart of the calibration of the SL system.

of such a projection. Let us denote by Vx and Vy the VPs of
the camera image along the X and Y world axes, respectively.
The condition for the keystone effect removal is to enforce the
co-linearity between the points (P ′

1, P
′
2, Vx) and (P ′

4, P
′
3, Vx)

along the X direction and between the points (P ′
1, P

′
4, Vy) and

(P ′
2, P

′
3, Vy) along the Y direction. Let the point P1 = P ′

1.
Then, the remaining three points can be obtained from the
intersections of the following lines:

P ′
2 = (P ′

1, Vx)
∩

(P2, Vy)
P ′
4 = (P4, Vx)

∩
(P1, Vy)

P ′
3 = (P ′

4, Vx)
∩

(P ′
2, Vy).

(1)

The transformation that can compensate for the two dis-
tortions can now be calculated as a homography relating the
two sets of points, Pi = [xi, yi]

T and P ′
i = [x′

i, y
′
i]
T :[

x′
i

y′i

]
=

[
h11 h12

h21 h22

] [
xi

yi

]
. (2)

At this point, the correction of the projector image can be
obtained by applying the transformation calculated from the
system of equations (2). However, since the projector doesn’t
provide an image of the scene, we can’t identify the edges of
the screen directly onto the projector image, thus, the vanish-
ing points Vx and Vy are not available, yet. Therefore, another



Fig. 2. Removal of the keystone effect from the projected
pattern.

step is required: finding the correspondence between the cam-
era image and the projector image.

Let us consider that the camera and the projector refer-
ence systems, shown in Fig. 1(a), are placed at {C} and {P},
respectively. The two devices point towards a planar surface
aligned with the XY plane of the world coordinate system
{W}.

The homography WHC between the screen plane and the
camera image can be calculated, if at least four points are
available. Similarly, the homography CHP between the im-
ages of the projector and the camera is determined. Thus,
the homography between the screen and the projector can be
calculated:

WHP =W HC ·C HP . (3)

Considering the VPs of the screen, the points P ′
i are cal-

culated on the camera image, see Fig. 1(d). Using the homog-
raphy PHC = inv(CHP ), the points P ′

i can be also located
on the projector image. Figure 1(e) shows the image of the
projector containing the estimated position of the points Qi

and Pi. Thus, the transformation of the pattern can be mod-
eled as the homography (2) that will rectify any image pro-
jected in the particular projector-screen configuration. Such a
transformation is useful for the projection rectification but has
the drawback that the original image is either oversampled
or subsampled resulting in a loss of quality. When dealing
with structured patterns, such as the checkerboard, this draw-
back can be overcome by generating a new pattern instead
of applying a deformation on the original pattern. The ho-
mography WHP can be used to define the edges of an image
on the screen and then relate them with the projected image.
Figs. 1(d) and (e), illustrate a checkerboard pattern that was
generated instead of deforming the original one. The trans-
formed image of the projector, shown in figure 1(e), contains
two VPs that are directly related with the relative position of

the projector with respect to the camera and the screen. There-
fore, the VPs of the projector can be used for the calibration
of the projector’s pinhole model.

Figure 3 shows the effect of the image transformation us-
ing the method described previously. A checkerboard with
orthogonal edges is projected and the resulting pattern is visi-
bly affected by the keystone effect, as shown in Fig. 3 (a). The
new image, obtained after the transformation, is projected and
the distortion free pattern is visible on the target screen shown
in Fig. 3 (b).

(a) Uncorrected image

(b) Corrected image

Fig. 3. The VPs of the projector are revealed after removing
the keystone effect.

2.2. Pinhole model calibration using two orthogonal VPs

Two VPs from orthogonal directions, determined using the
orthogonal edges of the screen, can be used for the calibra-
tion of a pinhole device using a method similar to the one
described by Guillou et al. [2].

The world coordinate system is set to be centered at Ow

and has the orthogonal axes (xw, yw, zw). The camera coor-
dinate system is located at Oc with the axes (xc, yc, zc). Let
the camera projection center be placed at Oc and the center
of the image, denoted by Oi, be the orthographic projection
of Oc on the image plane. Let the two vanishing points V1

and V2 be the vanishing points of two axes xw and yw of the
world coordinate system, as shown in Fig. 4. The coordinates



Fig. 4. The focal distance and the orientation of the camera
with respect to a plane in the scene can be determined from
the vanishing points.

of the vanishing points in the image plane are V1 = (v1i, v1j)
and V2 = (v2i, v2j). The projection of Oi on the line (V1V2)
is denoted by Vi.

Assuming that the principal point is located at the center
of the image and the aspect ratio is equal to one, i.e. αu =
αv = f , the intrinsic and extrinsic camera parameters can be
obtained by means of geometric relations using only two van-
ishing points. The principal point is located at the intersection
of the optical axis with the image plane, thus, its coordinates
(u0, v0) are immediately obtained. Its position is crucial [3]
for the calculations implied in the calibration process.

The focal distance f can be calculated by considering that
Oc and Oi are placed along the optical axis, as shown in
Fig. 4, which means that:

f = ∥OcOi∥ =
√
∥OcVi∥2 − ∥OiVi∥2. (4)

Here, OiVi is the distance from the center of the image to
the horizon line determined by the two vanishing points and

∥OcVi∥ =
√
∥V1Vi∥ · ∥ViV2∥ (5)

The rotation between the world and the camera coordi-
nate systems is expressed by the matrix CRW . Taking into
account that (a) the two vanishing points V1 and V2 are in
the direction of two orthogonal axes of the world reference
system, centered at Ow, and (b) all parallel lines meet at a
vanishing point, it follows that we can build a new coordi-
nate system centered at Oc that has the same orientation as

the world system by considering the vectors X′
c =

−−−→
OcV1,

Y′
c =

−−−→
OcV2 and Z′

c = X′
c ×Y′

c.
Therefore, the rotation between the new coordinate sys-

tem and the camera coordinate system is the same as the ro-
tation between the world coordinate system and the camera
coordinate system.

The vectors X′
c,Y

′
c, and Z′

c are:

X′
c =

−−−→
OcV1

∥
−−−→
OcV1∥

=

[
v1i

∥
−−−→
OcV1∥

v1j

∥
−−−→
OcV1∥

f

∥
−−−→
OcV1∥

]T
Y′

c =
−−−→
OcV2

∥
−−−→
OcV2∥

=

[
v2i

∥
−−−→
OcV2∥

v2j

∥
−−−→
OcV2∥

f

∥
−−−→
OcV2∥

]T
Z′

c = X′
c ×Y′

c

. (6)

And the resulting rotation matrix CRW is:

CRW =


v1i√

v2
1i
+v2

1j
+f

v2i√
v2
2i
+v2

2j
+f

z′cx
v1j√

v2
1i
+v2

1j
+f

v2j√
v2
2i
+v2

2j
+f

z′cy

f√
v2
1i
+v2

1j
+f

f√
v2
2i
+v2

2j
+f

z′cz

 . (7)

Let us consider a segment of known length in the scene,
having the first of its two end points placed at the origin of
the world. The segment is determined by the world points
WP1 = [0, 0, 0]T and WP2 = [xp2, yp2, zp2]

T .
The segment can be aligned with its perspective projec-

tion in the camera coordinate system using the rotation matrix
CRW : [

CP1m
CP2m

]
= CRW

[
WP1
WP2

]
. (8)

The two ends of the original segment are imaged by the
camera through a projective transformation resulting in two
image points IP1px and IP2px, represented in units of pixels.
The metric coordinates a point in the image can be calculated
by undoing the pixel transformation, the third coordinate be-
ing the focal distance:

CIim = IPipx − [u0 v0]
T . (9)

The segment can be translated on the image plane by set-
ting its first point on its image IP1m and calculating the posi-
tion of the second point. Thus, the new segment is represented
by the points IP′

1m and IP′
2m:

IP′
1m = CI1m

IP′
2m = CI1m + ( CP2m − CP1m)

. (10)

The obtained segment is parallel to the original segment
and two similar triangles are formed: △OCP1P2 and △OCP

′
1Q.

It follows that:

∥OcP1∥
∥OcP ′

1∥
=

∥P1P2∥
∥P ′

1Q∥
. (11)



Therefore, the distance D from the camera to the world
is:

D = ∥OcP1∥ =
∥OcP

′
1∥ · ∥P1P2∥
∥P ′

1Q∥
. (12)

Hence, the translation vector is:

t = D
OcP

′
1

∥OcP ′
1∥

. (13)

As a preliminary step to the calibration using the VPs, the
rotation about the X and Y axes of the calibration plane must
be determined such that the VPs of the world’s XY axes are
aligned with the camera axes. Then, the intrinsic and extrin-
sic camera parameters can be obtained by means of the ge-
ometric relations presented above. Since the VPs are invari-
ant, the camera translation is, in our implementation, refined
through a Levenberg-Marquardt error minimization algorithm
with the initial solution given by Eq. (13).

3. EXPERIMENTAL RESULTS

The calibration is evaluated by performing one-shot recon-
structions of objects placed in front of the SL system formed
by a camera and the projector calibrated using the proposed
method. The setup is composed of a Canon EOS 30D camera,
a Epson EMP-400W projector, and a laptop with an Intel Pen-
tium Dual CPU at 2.16GHz with 2GB RAM. The SL config-
uration is placed in front of a planar screen, with an arbitrary
orientation with respect to the camera and the projector.

The correspondence problem is solved using a color-encoded
light pattern. The multi-slit pattern is a De Bruijn sequence
built using 4 colors and 64 stripes, as shown in Figs. 5(a) and
(b).

First, the camera image is segmented and the stripes from
a set of rows are detected. The stripe segmentation is per-
formed using the derivative of the luminance profile for each
row. The center of each stripe is detected with sub-pixel ac-
curacy using a peak detector. The color of a stripe can be
precisely classified among the four levels of hue composing
the projected pattern. Then, the matching between the pro-
jected and the perceived stripes is solved using the colors of
two neighbor stripes, i.e. with a window of size equal to 3. A
large number of correspondences can be detected by applying
the process iteratively for all the image rows that contain the
object.

Figure 5 shows two examples of reconstructions performed
with the calibrated SL configuration. Figures 5(a) and (c)
show the image of a hand with the projected pattern and its
reconstruction, respectively. The scene to be reconstructed in-
cludes the background plane, the forearm, and the palm with
the fingers. The moon statue, presented in Fig. 5(b), was re-
constructed and the background plane was filtered out. The
forehead and the chin can be seen clearly in Fig. 5(d).

The accuracy of the reconstruction is estimated using a
planar surface, such as the background reconstructed in Fig. 5(c),

Fig. 5. Forearm and moon statue reconstructed using the cal-
ibrated SL system.

placed at approximatively 1.5m from the camera. The 3D
points are automatically filtered in order to eliminate the out-
liers. A number of 5509 points remained after removing the
Delaunay triangles with an area larger than a given threshold.
A plane, fitted to the cloud of points, is considered as the ref-
erence plane and the distance from each point to the plane is
calculated. The average distance from the points to the planar
surface is around 3% of the distance from the projector to the
planar surface and the standard deviation is 4.8%.

4. CONCLUSIONS

This paper presents a novel method for the calibration of a
projector using vanishing points. The calibration setup is very
simple since there is no need for specially tailored calibration
objects. Despite the simplicity of the calibration method, it
provides a resolution of about 3% of the measured range even
for single shot reconstructions. The accuracy proves that the
method is suitable for 3D computer vision applications that
need good depth estimation and a fast self-calibration.

A toolbox containing the proposed calibration method is
available for public use [8].
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