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Abstract. A practical way for obtaining depth in computer vision is the use of
structured light systems. For panoramic depth reconstruction several images are
needed which most likely implies the construction of a sensor with mobile el-
ements. Moreover, misalignments can appear for non-static scenes. Omnidirec-
tional cameras offer a much wider field of view than the perspective ones, capture
a panoramic image at every moment and alleviate the problems due to occlusions.
This paper is focused on the idea of combining omnidirectional vision and struc-
tured light with the aim to obtain panoramic depth information. The resulting
sensor is formed by a single catadioptric camera and an omnidirectional light
projector.

1 Introduction

The omnidirectional vision sensors enhance the field of view of traditional cameras
by means of special optics, structures of still or gyratory cameras or combinations of
lenses and mirrors. Yagi [14] surveyed the existing techniques for building cameras with
a wide field of view and Svoboda [13] proposed several classifications of the existing
omnidirectional cameras according to their most important features.

The catadioptric sensors use reflecting surfaces (convex or planar mirrors) coupled
to a conventional camera and are usually classified depending on the way they gather
the light rays. When all the observed light rays converge into a point, called focus, the
sensors are known as Single View Point (SVP) [1]. The SVP enables distortion-free
reconstruction of panoramic images in a familiar form for the human users.

Stereo catadioptric sensors are special structures of mirrors and lenses designed
for obtaining depth from images with a wide field of view. In order to obtain distinct
points of view of the scene the camera is pointed towards a structure of convex [3] or
planar [5] mirrors. The results obtained by stereoscopic vision depend on the accuracy
of matching the points between the observed images. Structured light based techniques
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are a particular case of stereo vision where one of the cameras is replaced by a pattern
projector [12]. Using this technique is similar to placing visible landmarks in the scene
so that image points can be identified and matched faster.

This paper presents an omnidirectional sensor that provides 3D information using
structured light. The sensor is formed by a single-camera catadioptric configuration
with an embedded omnidirectional structured light projector. By mounting the om-
nidirectional sensor on a mobile robot applications such as 3D map building, robot
navigation and localization, active surveillance with real-time object detection or 3D
reconstruction can be performed within a horizontal field of view of 360 degrees. The
sensor design and the calibration of the whole system is detailed in section 2. The ex-
perimental results are shown in section 3. The article ends with conclusions, presented
in section 4.

2 Sensor Geometry

In the proposed solution, see Figure 1, the omnidirectional camera is coupled with a
structured light projector that has a field of view of 360 degrees. A more compact sensor
can be build by placing the light projector within the blind zone of the omnidirectional
camera as shown in [8] where a similar sensor was described and analyzed by simu-
lation. However, for the realization of the first prototype of the physical sensor the two
parts have been separated for more maneuverability.

a. b.

Fig. 1. a. Catadioptric omnidirectional camera with embedded structured light projector. b. Lab-
oratory prototype.

The circular pattern projected by the laser is reflected by the conical mirror and
becomes a light-stripe on the scene. The parabolic mirror reflects the scene into the
camera and the laser-stripe can be immediately identified. With the models for both
components of the sensor a precise triangulation can be carried out.

The traditional approach for calibrating a structured light system takes two steps.
The camera is calibrated at first and the light projector is subsequently calibrated based
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on information provided by the camera. A method based on the cross ratio invariance
under perspective projection providing a direct image to world transformation was pro-
posed by Huynh [6]. Since our intention was to model the light projector and the camera
independently the two steps calibration method was preferred.

2.1 Omnidirectional Camera Model

Assuming that the pair camera-mirror possesses a SVP, the omnidirectional camera can
be modelled as the projection onto the sphere followed by the projection to a plane, as
stated by Geyer and Daniilidis in [2]. Another way of approaching camera calibration is
by considering the mirror surface as a known revolution shape and modelling it explic-
itly, for instance considering that the reflecting surface is a paraboloid and the camera
is orthographic. Both models were tested and the comparative results were reported in
[9]. The omni camera used for this work has a SVP but contains two reflecting surfaces
so the first mentioned method was preferred.

Fig. 2. Image formation using the projective equivalence of a SVP catadioptric projection with
the projection on the sphere.

The calibration is performed using a set of known 3D points distributed on the four
walls of a cube placed around the sensor. Consider a scene point Pw = [xw , yw, zw],
and Ps = [xs, ys, zs] the intersection of the light ray emitted by the point Pw with the
sphere of radius R = 2h (see Figure 2). We can write equation (1) where all points are
represented with respect to the camera coordinate system.






xs = λ · xw

ys = λ · yw

zs = λ · zw

(1)

Since the points belong to the sphere: x2
s + y2

s + z2
s = R2.

The perspective projection of Ps on the image plane from a point C = [0, ξ] pro-
duces a point Pi = [x, y] as expressed in equation (2)

{
xs

ξ−zs
= x

ξ+ϕ
ys

ξ−zs
= y

ξ+ϕ

(2)
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Adding the intrinsic camera parameters αu, αv , u0, v0, the pixel coordinates of the
image points are shown in eq. (3)






u = αu(ξ+ϕ)xw

ξ
√

x2
w+y2

w+z2
w−zw

+ u0

v = αv(ξ+ϕ)yw

ξ
√

x2
w+y2

w+z2
w−zw

+ v0

(3)

The parameters of the model are ξ, which depends on the eccentricity; ϕ which is
a function of both the eccentricity and the scale; αu, αv , u0,v0, the intrinsic camera
parameters; rX(φ), rY (θ), rz(ϕ), and tx, ty, tz , the six extrinsic parameters that model
respectively the orientation and the translation between the world coordinate system
placed in the upper corner of the first calibration plane and the camera coordinate sys-
tem. The orientation vectors are functions of the three angles (φ, θ, ϕ) which define the
rotation on each axis and are expressed in radians while the translations are measured
in millimeters, as detailed in [11].

The difference between the positions of the calculated image points and the posi-
tions of the real image points is the calibration error of the model. Minimizing the above
error by means of an iterative algorithm such as Levenberg-Marquardt the model of the
omnidirectional camera is calibrated.

2.2 Omnidirectional Laser Projector Model

The omnidirectional light projector is formed by a laser which emits a circle and is
pointed to a conical mirror so that the projected light covers the entire field of view of
the catadioptric camera. The proposed projector can be seen as a reversed omni-camera
where the light flows in the opposite sense. So, the projector benefits of the attributes
revealed by previous studies of catadioptric cameras based on the conical mirror shape.
Lin and Bajcsy [7] pointed out that the conical mirror can be used for building true SVP
configurations with the advantage that it preserves image points brightness better than
other mirrors since it does not distort the image in longitudinal directions. Yagi [14]
highlighted the fact that the conical mirror on vertical section behaves like a planar
mirror and consequently provides a much better resolution than any other omni-mirror
shape. Baker and Nayar [1] proved that the curved mirrors (such as parabolic, hyper-
bolic, etc.) increase defocus blur because of their bend. Consequently, the cone bears
out to be the ideal shape of mirror to be used for building the structured light projector.

Unlike the camera, the light projector does not provide “image points” therefore no
correspondences can be established. The bright spots on the scene are observed by the
calibrated omnidirectional camera which possesses an unique center of projection. This
property allows calculating the direction of the light source for each image point. Since
the locations of the calibration planes are known, the 3D coordinates of the laser-stripe
lying on those planes can be determined. A set of such points can be used for calibrating
the pair laser-mirror.

Ideally, when the laser is perfectly aligned with the conical mirror, the 3D shape
formed by the reflected laser pattern can be imagined as a circular cone, called “laser-
cone”. Unfortunately, the precision of obtaining the coordinates of the bright spots is
bounded by the catadioptric camera calibration accuracy and by its resolution. More-
over, a perfect alignment of the laser and the conical mirror is difficult to guarantee so a
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more general shape than the circular cone should be considered. Since the perspective
projection of a circle placed on a plane Π onto a plane that is not parallel with Π is
an ellipse it can be deduced that a suitable shape for modelling the laser-cone is a rev-
olution surface whose intersection with the plane perpendicular on the omnidirectional
camera optical axis is and ellipse.This shape, the elliptic cone, was used in [9] and
proves to be more accurate than the circular cone. Still, for a large amount of noise, the
elliptical cone can not be uniquely determined.

Therefore, the general quadratic surface was chosen for modelling the laser projec-
tion. Consider Pwi(x, y, z) the bright spots on the calibration walls with known coor-
dinates. The quadratic surface that passes through all the points is represented in eq. 4.
Let H be the matrix that contains the coordinates of the points, A the matrix of the pa-
rameters and F the free term matrix. Writing H ·A = F , the matrix A can be obtained
by A = (H ′ ·H)−1 ·H ′ ·F . This is a simple method for calibrating the omni projector.
Since no iterations are needed it is much faster than the iterative minimization methods.
However, its main drawback is that the matrix H can not be controlled and, for noisy
data, it is likely to be singular.
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Therefore, a more robust method for finding the parameters of the general quadratic
surface must be considered. Lets assume, without loss of generality, that the world ref-
erence system is placed such that the calibration planes are perpendicular on the X and
Y axis. The intersections of the quadratic with the calibration planes are arcs described
by a subinterval of the parameter domain: the arcs contained in the planes perpendic-
ular on the X and Y axis provide information on the parameters of the quadratic with
x = ct and y = ct, respectively. Writing the quadratic as in eq. 5, its intersection
with the planes X and Y are shown in eq. 6 and eq. 7, respectively. The parameters of
the arcs for each plane are obtained by fitting the corresponding points into the subse-
quent equations. Taking into account that the 3x3 matrix is symmetric, the full set of
parameters of the quadratic surface can be retrieved from equations 6 and 7.
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Fig. 3. a. One of the calibration planes. b. Error for the 285 calibration points, measured in pixels.

Table 1. The calibrated parameters for the omni camera.

ξ ϕ αu αv u0 v0 rx ry rz tx ty tz

1.06 -9.64 -32.53 33.24 429.51 292.72 0.02 0.01 -0.009 -26.45 -0.82 -754.1

Dividing the calibration in two parts the number parameters to be simultaneously
minimized decreases which leads to a robust calibration method.

3 Experimental Results

The system was build using off the shelf components. The optics and the mirror used
for the omnidirectional camera were provided by Remote Reality [10]. The camera is
a Sony SSC-DC198P with the ccd of 1/3”. The laser and its optics are produced by
Lasiris, the diode power is 3mW and produces red light with a wavelength of 635nm.

The camera calibration is performed using a set of 285 dots distributed on the four
planes placed around the sensor. The distance between the centers of any two adja-
cent dots on the same plane is 6cm and the height of the calibration plane is 80cm.
A semi-automatic point extraction method is performed. For each plane, several dots
are selected by the user and their centers are determined with sub-pixel accuracy. The
centers of the remaining dots are automatically found with the same precision. The cali-
brated parameters of the camera-model are listed in the Table 1. The average calibration
error is µ = 2.3px and the sample standard deviation σ = 2.542.

The conical mirror used for building the laboratory prototype has a height h =
4.4 cm and the cone aperture angle is β = 52 degrees. The laser projects a circular
cone with a fan angle α = 11.4 degrees. Given that the relation between the two angles
is β ≈ 0.5(α + π/2), the laser is reflected along a very flat surface which can be
approximated to a plane: ax + by + cz + d = 0, see Figure 4.b. The center of the laser
stripe is determined with sub-pixel accuracy using the peak detection method described
by Forest [4] and the discrete points are used for calibrating the parameters of the plane:
a = −0.13, b = −0.001, c = 1 and d = 78.99.
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Fig. 4. a. Projection of the laser pattern. b. Flat surface fitted to a set of discrete points from the
laser stripe. The three dotted rectangles are the points used for calibrating the camera.

a. b.

Fig. 5. Omnidirectional 3D profile obtained along the laser stripe. The dots stand for the recon-
structed 3D points. a. Lateral view b. Upper view.

With the sensor surrounded by four planes depth was calculated using a set of dis-
crete points of the laser pattern. For a scene containing two cylinders the result is pre-
sented in Figures 5 with the two cylindrical shapes correctly identified. It is also notice-
able that the points on the walls fall on the corresponding planes. In terms of accuracy,
the radius of the cylinder was measured and has 93cm while the range finder returned a
result of 95cm.

4 Conclusions

It is noticeable that the use of 360 degrees images and of scene-depth information is
ideal for robot navigation tasks. Starting from this observation we combine the advan-
tages of omnidirectional vision and structured light. We presented here the geometry
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and the calibration for a prototype of a panoramic range finder. The two omnidirec-
tional systems that compose the sensor are calibrated and the resulting model is used
for measuring depth in a real scene. The accuracy of the sensor is enhanced by the use
of sub-pixel accuracy techniques at calibration and reconstruction stages. The results
obtained are encouraging and prove that this sensor can be used in real robot navigation
and depth perception applications.
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