Chapter 7

Conclusionsand Futur e Work

7.1 Revisiting the Objectives

The needfor autonomousobotshasbeenrapidly increasingin the lastyears. There
aremary areasn which theserobotsareused,rangingfrom “servicerobots”, suchas
museunguidesor transportatiomobotsin factoriesto robotsusedfor tasksto be per
formedin inaccessiblenvironmentssuchasplanetaryexploration,hazardousnaterial
handlingandrescueamissions.

Usually, servicerobotsoperatein indoor structuredervironments.The problemof
navigatingthroughindoorervironmentshasbeenthefocusof roboticsresearctduring
mary years,and mary successfukesultshave beenachieved. Usually, the map of
the ervironmentis given a priori (eithera detailedmetric map or a topologicalone,
showing the spatialrelationshipamongdifferentplacesof the environment),or, whenit
is notgiven,thereis aninitial phasefor learningthe map. Onceit is learnedthe robot
repeatedlyperformsthe taskin this environment. Examplesof suchrobotsarethose
performingdelivery tasksin office environmentsor guidingtoursin museumsg67, 9].

Ontheotherhand,inaccessiblervironmentsareusuallyunknavn andunstructured
(asis thecasan mostoutdoorervironments)which poseamoredifficult problem.The
lack of structureof suchenvironmentsnakesthemapbuilding verydifficult. Moreover,
the large scaleof theseenvironmentsalsoaddsto the difficulty of mappingand navi-
gationtasks. Thesecharacteristicsnale it impossibleto apply the approachesised
in indoor structuredenvironments. Although therehasbeenalsoa lot of researclon
navigationin unstructurecervironmentsit is still anopenproblem.

This PhD thesishasfocusedon this latter problem,thatis, on navigatingin un-
known unstructuredernvironments Theresearctwaspartof aroboticsprojectwhose
goalis to have a completelyautonomousobot capableof navigating in outdoorun-
known ervironments. A humanoperatorselectsa target usingthe visual information
receivedfrom therobot's cameraandtherobothasto reachit withoutary furtherinter-
ventionof theoperator Navigatingto atargetis afundamentataskof any mobilerobot,
whatever its missionis (beit graspingobjects,analyzingthem,looking for something,
etc.) Thetaskto be performedoncethe targethasbeenreacheds outsidethe scopeof
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the projectandthis thesis.

A first milestoneof the projectwasto develop a navigation systemfor indoor un-
known unstructurecervironments. The reasonfor startingwith indoor ervironments
wasthatthe developmentof robustvision systemdor outdoorervironmentsis still an
openandvery difficult problemin the field of computervision. Therefore,sincethe
vision systemwasnot the focusof our researchye decidedto startexperimentingin-
doors,for whichvision systemsaremucheasietto develop. Moreover, we designedhe
landmarkssothatwe couldeasilychangeheirlocation,thus,permittingusto configure
scenario®f differentcompleity.

This thesishasreportedthe researchcarriedout in orderto accomplishthis first
milestone.For achieving it, we have combinedlandmark-baseadavigation fuzzydis-
tanceandanglerepresentationandmultiagentcoordinationbasedon a bidding med-
anism The objective of our researchwasto have a robust navigation systemwith
orientation sensefor unknown unstructuredenvironmentsusing visual information.

7.2 Contributions

The researcthasbeenfocusedon two main threads:the control architecture andthe
mappingand navigation method The contributionsof the thesison thesetwo areas
arepresentedhext.

Regardingthe control architecture, we have proposeda generalcoordinationar
chitecturebasedon a bidding mechanism.In this architecturethereare two typesof
systems:executivesystemsand delibemative systems Executive systemshave access
to the sensorsand actuatorsof the robot. Thesesystemsoffer servicesfor usingthe
actuatorgo the restof the systemgeitherexecutve or deliberatve) andalsoprovide
information gatheredrom the sensors.On the other hand,deliberative systemsake
higherlevel decisionsandrequirethe servicesofferedby the executive systemsn or-
derto carryout thetaskassignedo therobot. Althoughwe differentiatebetweerthese
two typesof systemsthe architecturds not hierarchical,and coordinationis madeat
a singlelevel involving all the systems.This coordinationis basedon a simplemech-
anism: bidding. Deliberative systemsalwaysbid for the servicesofferedby executive
systemssincethis is the only way to have their decisionsexecuted.Executive systems
thatonly offer servicesdo not bid. However, thoseexecutive systemghatrequireser
vicesfrom ary executive system(including themseles) mustalsobid for them. The
systemdsid accordingto the internalexpectedutility associatedo the provisioning of
the services.A coordinatorreceivesthesebids anddecideswhich serviceeachof the
executive systemdasto perform.

Thebiddingmechanismassureshatthe actionactuallybeingexecutedoy therobot
is the mostvaluedone at eachpoint in time, andthus, if the systemsbid rationally,
the dynamicsof the bids lead the robot to executethe necessanactionsin orderto
reacha giventarget. An advantageof usingsuchmechanisnis thatthereis no need
to createa hierarchy suchasin the subsumptiorarchitecturebut it is dynamically
changingdependingon the specific situation of the robot and the characteristicof
the ervironment. A secondadvantagds thatits modularview conformsan extensible
architecture.To extendthis architecturewith a new capabilitywe would just have to
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plugin anew system.Moreover, thecoordinatiormechanisntanbeappliedatdifferent
levelsof thearchitecturebeit attheoverallarchitecturdevel, or within eachoneof the
systems.

For our specific navigation problem, we have instantiatedthis architecturewith
three systems:the Pilot, Vision and Navigation systems. The first two being execu-
tive systemsandthe latter one being deliberatve. The Navigation systemhasbeen
designechsa multiagentsystemusingthe samebidding coordinationmechanisnused
in the overall architecture The high-level taskof navigatingto a giventargethasbeen
decomposeihto a setof simplertasks,andwe have designecbneagentcompetentin
eachof thesetasks.Theseagentsompetesincethey mayrequestheexecutionof con-
flicting actions.As in the overall architectureeachagentbids for the servicesoffered
by theexecutive systemsandthereis acoordinatoragenthatdecidesvhichis themost
urgentrequestThis requesis thensentastherequesbf the Navigation systemwhich
will have to competewith therequest®f the Pilot system.

Regardingthe mappingand navigation method we have addressetivo problems:
the problemof providing the robot with orientationsenseand the problemof build-
ing a map of the ernvironmentandusingit for navigationalpurposes.Concerningthe
orientationsensewe have built uponpreviouswork presentedby Prescot{55], which
describemmodelfor storingspatialrelationship@amongandmarksn theervironment.
We have extendedPrescott modelsothatit canbe usedwith fuzzy informationabout
thelocationsof landmarksThis is of greatimportancevhenworking with realrobots,
asit isimpossibleto avoid dealingwith theimprecisionof realworld environments As
faraswe know, thisis thefirst applicationof Prescots modelon arealroboticsystem.
As part of this extension,we have alsodevelopedmethodsfor building a topological
mapof the environment,which is usedfor computingdiverting targets,neededy the
robotwhenit findsthatthe pathto thetargetis blocked.

Althoughthe robotic systemproposedn this thesishasbeenpresentecsa whole
system,including both the control architectureand the mapping method, they are
two solutionsfor two completelyindependenproblems. Thus, we could substitute
Prescott mappingmethodby ary othermappingmethod(beit anothertopologicalap-
proach,a metricapproachetc.). Obviously, the particularitiesof eachsystemdepend
on the mappingmethod(e.g. it would make no sensehaving a Vision systemif the
mapusessonarreadings) put the overall architectureandits coordinationmechanism
would not be affectedat all by the choiceof this mappingmethod.Similarly, our map-
ping methodcould beusedin aroboticsystemcontrolledby ary otherarchitecturgbe
it hybrid, centralizedgtc.).

We have obtainedsuccessfutesults,both on simulationandon real experimenta-
tion, shawing that the mappingmethodis capableof building a map of an unknowvn
environmentand using this informationto move the robot from a startingpoint to a
giventarget. The experimentationalso shaved that the bidding mechanismwe de-
signedfor controlling the robot produceghe overall behaior of executingthe proper
actionat eachmomentin orderto reachthe target. Thus, we considerthat we have
satishctorily achieredthe objective of developinga navigationsystemwith orientation
sensdor unknawvn unstructurecervironments.

In parallelwith the experimentatiorwith the realrobot, we have alsousedsimula-
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tion to apply MachineLearningtechniquesMore concretelywe have usedReinforce-
mentLearningfor having the systemlearnhow to usethe cameramoreappropriately
thatis, to useit only whenneeded We have alsouseda GeneticAlgorithm approach,
in orderto tune someof the parametershat definethe behaior of the agentsin the

Navigationsystem.Successfutesultshave beenobtainedwith bothtechniquesthough

thereis still muchwork to do. Actually, they could easilybethe subjectof severalPhD

thesesespeciallythework on Reinforcement.earning.

7.3 Future Work

Although,aswe have just said,we considerthatthe goal of the thesishasbeenaccom-
plished,thereareplenty of improvementshatcould be donein orderto achieve better
results. In the following sectionswe presentfor eachof the aspectof the research
carriedoutin thisthesis,someof theopenissueghatdesenre furtherresearcti{someof
which we arealreadyworking on). Notethatit is basicallya compilationof the Future
Work sectionsof eachof the previouschapters.

7.3.1 Mapping and Navigation

The extensionof Prescott method togethemwith the algorithmsto computediverting
targets,hasbeenshovn to successfullyencodehe ervironmentinto a mapthatpermits
navigating from a startingpointto the target. However, we would lik e to explore other
mappingmethods sothatthe combinationof the differentmethodsaddsrobustnesgo
theNavigationsystem With the currentmappingmethodtherobotneeddo seeatleast
threelandmarksn orderto be ableto usetheinformationstoredin the map.We would
like to develop someothermappingmethodsto copewith the situationsin which the
robothasvery little information(i.e. lessthanthreelandmarks). Thesemethodswould
be even morequalitative thanour fuzzy extensionof Prescott method.We could, for
example,look at thefield of SpatialCognition,which workswith spatialrelationships
suchas“landmark X is at the left handside of the line connectinglandmarkY and
landmarkz”.

7.3.2 Robot Ar chitecture and Multiagent Navigation System

Oneof thefirst thingsto explore in our coordinationarchitectures the useof a more
economicview of the biddingmechanismWith this approacheachsystem(or agent)
would be assigneda limited credit, andthey would only be allowedto bid if they had
enoughcredit. Thereshouldalsobe a way to rewardthe systemgagents).If not, they
would run out of creditafter sometime andno onewould be ableto bid. Thedifficulty
of the reward mechanisms how to decidewhento give a rewardandwho deseresto
receve it. This problem,known asthe creditassignmenproblem,is very commonin
multiagentlearningsystemsgspeciallyin Reinforcement.earning,andthereis nota
generakolutionfor it; eachsystemusesanadhocsolutionfor thetaskbeinglearned.
An alternatve to the economicview would be to have a mechanisnto evaluate
the bidding of eachsystem(agent),assigninghemsucceedingr failing bids, or some
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measureof trust,in orderto take or not take into accounttheir opinions. However, we
would faceagainthe creditassignmenproblem.

Regardingthe specificset of agentswe have designedor solving the navigation
problem,we couldintroducesomeimprovementson someof them,andevenaddnew
agentdo the Navigationsystem.Someof thesemprovementsouldgoin thefollowing
lines:

e Target Tracker: this agentcould do somemore intelligent tilt angleselection,
being a function of the distanceto the target, thus, increasingthe chancesof
having it in theview field of thecamera.

e RiskManager: thisagentcouldalsobid notonly for looking aheadbr around put
alsoto specificareaswith fewerlandmarkspr evenselectingarandomdirection
to look to. Right now, if therearevery few landmarksahead this agentsticks
bidding for looking ahead,and never bids for looking around,thus, ignoring a
large part of the ervironment. An alternatve to modifying the Risk Manager
would beto adda new agentwith this behaior.

Someimprovementcouldalsobe doneonthePilot andVision systemsRegarding
the Pilot, we could usea betterobstacleavoidancealgorithm. With the currentalgo-
rithm, only the closestobstacleis consideredor computingthe avoidancepath. We
couldimprove the robot'’s performancef the Pilot took into accountall the obstacles
andlandmarksstoredin the VisualMemory, thus,producingbetteravoidancepathswWe
arealsoplanningto equipthe robotwith a laserscanner This laserwould be contin-
uously scanninga 180 degreeareain front of the robot to accuratelydetectobstacles
thatareseseralmetersaway. With this new sensorthe Pilot could avoid the obstacles
beforebumpinginto them,thus,generatingetterpaths.Regardingthe Vision system,
we plan severalimprovements. The first oneis to finish the stereoalgorithm, so we
canusethetwo availablecamerasAnotherveryimportantimprovements to make the
Vision systemmorerobust, sothatit doesnot needto checktherecognizedandmarks
againstthe VisualMemory. Actually, we shouldusethe robustVision systemto adjust
theimprecisionsof the VisualMemory. We alsoplanto corvertthe Vision systeminto
a MultiagentVision system. In this system,several agentswould processhe camera
imageswith differentalgorithms,andthe agentsshouldagreeon whatcouldbeagood
landmark(salientenough robust, static,etc.). A final improvementof the Vision sys-
temwouldbeto letit bid for servicesdy othersystemgeitherthe Pilot systenor itself).
With thebidding capability it could requesthe Pilot to approacha landmarkto better
recognizet, or even“requestitself’ to slightly movethecamerasothata partially seen
landmarkenterscompletelythe view field.

7.3.3 ReinforcementLearning

AlthoughtheresultsobtainedhroughReinforcement.earningshavedthatthe system
learnedto selectactionsin orderto solve thecomplex cameraradeof, we still needto
integrateit into the overall multi-agentsystem o seeif the performanceof the whole
systemis alsoimproved. Eventhoughthe LearningAgentknows which actionsit has
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to bid for (following thelearnedpolicy), it is not clearwhatits biddingfunctionshould
be;it couldbe a constanbiddingvalue,or abiddingdependingn thevaluesof V (s).

Somemorefurtherwork will befocusedonthedesignof the stateandfeaturerepre-
sentatiorandthesetof availableactions.Asadaetal. [5] proposedsolutionfor coping
with the “state-actiordeviation problem”,in which actionsoperateat afiner grainthan
the featurescanrepresenthaving the effect thatmostactionsappeatto leave the state
unchangedandlearningbecomesmpossible We planto evaluatethesuitability of this
approachn our experiments Regardingthe actionsetdesign we foundthatthe setof
availableactionswasmaybetoo smallandsomemoreactionsmay be needed We are
working on an“action refinement’method[20] thatexploits prior knowledgeinforma-
tion aboutthe similarity of actionsto speedup the learningprocess.In this approach,
thesetof availableactionsis larger, but in orderto not slow down thelearningprocess,
the actionsare groupedinto subsetof similar actions. Early in the learningprocess,
the Reinforcement.earningalgorithmtreatseachsubsebf similar actionsasa single
“abstract’action,estimatingP(s'|s, a) notonly from the executionof actiona, but also
from theexecutionof its similar actions.This actionabstractions lateron stoppedand
theneachactionis treatedon its own, thus, refining the valuesof P(s'|s,a) learned
with abstraction.

7.3.4 GeneticAlgorithm

We shouldanalyzehegeneralityin termsof differentervironmentsandstartingpoints,
of the parametersbtainedby the geneticalgorithm. Furtherwork shouldalsofocuson
designingan agentcapableof identifying the complexity of the taskbeingperformed,
sothatthe parametersanbe switchedfrom onesetto another We will exploretheuse
of CaseBaseReasonindechnique®nthis “situationidentifier” agent.

7.3.5 Real experimentation

The results obtainedthrough real experimentationconfirmedthat, as already seen
through simulation, the bidding coordinationmechanismand the mappingand navi-

gation methodswork appropriately Nonethelessthe scenariosusedin the real ex-

perimentswere not very comple, and somemore experimentatioron more comple

scenarioshouldbe performed.Thesenew scenarioshouldincludesomemoreobsta-
cles,eventuallyhaving somecul-de-sacssothatthe robotwould needto undothepath
alreadydone.

However, the big next stepon our researclis to move the experimentatiorto out-
doorenvironments.Themaindifficulty of doingsois theavailability of avision system
for outdoorswhichwe do nothave atthis moment.However, we think thatthesuccess-
ful resultsobtainedonindoorunstructureenvironmentscouldbe quite easilyobtained
outdoors sinceneitherthe navigationmethodnor the control architecturearedramati-
cally affectedby the differencesf indoor/outdooervironments.
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7.3.6 CaseBasedReasoning

Besideghe useof CBR describedn the GeneticAlgorithm approachwe alsoplanto
adda CBR agentthat would bid for actions. This agentwould usethe information of
pastexperiencesn differenttrials (storedin form of {situation,action,resujttuples)to
recognizesimilar situations,and would then bid for executingthe actions(or similar
actions)that bestsuitedthosesituations. The difficulty of this approachs to find the
properway to characterizehe situationsandhow to comparetwo situationsin order
to find out how similar they are. In this approachwe alsofacethe creditassignment
problem,sincewe cannotevaluatea situation-actiorexperienceuntil the robot either
successfullyeacheghetargetor failsin its mission.



