Chapter 4

The Robot Ar chitecture

Navigation,asthegenerataskof leadingarobotto atargetdestinationjs naturallyin-
termingledwith otherlow-level taskssuchasobstacleavoidance andhigh-level tasks
suchaslandmarkidentification.We canseeeachof thetasks from anengineeringoint
of view, asa systemthatis, systemgequireandoffer servicesoneanother Thesesys-
temsneedto coopeante, sincethey needone anotherin orderto achieve the overall
task of reachingthe target. However, they alsocompetefor controlling the available
actuatorf therobot. To exemplify this cooperatiorandcompetition,imaginearobot
controlledby three systemsthe Pilot system,the Vision systemand the Navigation
system.Actually, thesethreesystemsomposehearchitectureve have usedto control
our robot, which will be describedn detailin the restof this chapter Regardingthe
cooperationthe Navigation systemneedsthe Vision systemto recognizethe known
landmarksn a particularareaof the ervironmentor to find new ones,andit alsoneeds
the Pilot systemto move the robot towardsthe target location. Regardingthe com-
petition, the Navigation systemmay needthe robotto move towardsthe target, while
the Pilot systemmay needto changethe robot’s trajectoryto safelyavoid anobstacle.
Moreover, the Pilot may needthe camerao checkwhetherthereis ary obstacleahead
and, at the sametime, the Navigation systemmay needto look behindto localizethe
robotby recognizingknown landmarks.Thus,somecoordinatiormechanisnis needed
in orderto handlethis interactionamongthe differentsystems.The mechanisnhasto
let the systemausethe availableresourcesn suchaway thatthe combinationof these
interactiongesultsin therobotreachingts destination.

We proposea generalarchitecturor managinghis cooperatiorand competition.
We differentiatetwo typesof systemsexecutivesystema&nddeliberative systemsEx-
ecutivesystemdave accesgo the sensorsaand actuatorsof the robot. Thesesystems
offer servicedfor usingthe actuatordo the restof the systemsandalsoprovide infor-
mationgatheredrom the sensorsOn the otherhand,delibemative systemsake higher
level decisionsand requirethe servicesoffered by the executive systemsin orderto
carryout thetaskassignedo therobot. Despitethis distinction,the architecturés not
hierarchical,andthe coordinationis madeat a single level involving all the systems.
The servicesoffered by the executive systemsare not only availableto the delibera-
tive systemsthey arealsoavailableto the executive systemghemseles. Actually, an
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executive systemmustcompetewith the restof the systemsevenfor the servicest is
offering. The systemgno mattertheir type) canexchangeinformationbetweenthem
(beit sensoryinformationor ary otherinformationthey could have — e.g. mapof the
ervironment). Thearchitectures depictedn Figure4.1.

The coordinationis basedon a simple mechanismbidding. Deliberatie systems
always bid for the servicesoffered by executive systemssincethis is the only way
to have their decisionsexecuted. Executive systemsthat only offer servicesdo not
bid. However, thoseexecutive systemghatrequireservicesfrom ary executive system
(includingthemseles)mustalsobid for them. Thesystemdid accordingo theinternal
expectedutility associatedo the provisioning of the services.A coordinatorrecevves
thesebidsanddecidesvhich serviceeachof the executive systemdasto engagen.

Although we usethe term “bidding”, thereis no economicconnotationasin an
auction. Thatis, systemsdo not have any amountof money to spendon the bids,
nor thereis ary reward or good given to the winning system. We useit asa way to
representhe urgeng of a systemfor having a serviceengaged.The bids arein the
rangel0, 1], with high bids meaningthatthe systemreally thinksthatthe serviceis the
mostappropriateo be engagedat thatmoment,andwith low bids meaningthatit has
no urgeng in having the serviceengaged.

This biddingmechanisnis acompetitive coordinatiormechanismsincetheaction
executedby eachsystemis the consequencef a requestbof oneof the systemsnota
combinatiorof severalrequestgor actionsmadeby differentsystemsasit would bein
acooperatre mechanism.
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This modularview forms an extensiblearchitecture. To extend this architecture
with a new capabilitywe would just have to plug in oneor morenew systemsgven-
tually addingnew sensorsr actuatorsandeventuallychangingthe bidding functions
of the existing systems.Not only that, it alsopermitsusto recursvely have a modular
view of eachoneof the systemsaswill be soonseenin the designof our Navigation
system.Moreover, this architectures not thoughtonly for navigation purposessince
its generalitycanbe usedfor ary taskthatcouldbe assignedo aroboticsystem.

For our specificrobotnavigationproblem we haveinstantiatedhegenerahrchitec-
turedescribedabove (seeFigure4.2). It hastwo executive systemsthePilot andVision
systemsandonedeliberatve systemthe Navigationsystem.Eachsystemhasthefol-
lowing responsibilities.The Pilot is responsibldor all motionsof the robot, avoiding
obstaclesf necessary The Vision systemis responsiblgor identifying andtracking
landmarks(including the target landmark). Finally, the Navigation systemis respon-
sible for taking higherlevel decisionsin orderto move therobotto a specifiedtarget.
Therobothastwo actuatorsthewheels’motors, usedby the Pilot systemandthecam-
era motor, usedby the Vision system. The available sensorsarethe wheelencoders
andbumperswhich provide odometricand bumpinginformationto the Pilot, andthe
imagesobtainedby the camerausedby the Vision systemto identify landmarks.The
Pilot systemoffersthe serviceof moving therobotin a givendirection,andthe Vision
systemoffers the serviceof moving the cameraandidentifying the landmarksfound
within agivenarea.ThebiddingsystemsarethePilot andtheNavigationsystemwhile
the Vision systemdoesnot bid for ary service.

In the next sectionswe describesachof the threesystemsof therobotarchitecture,
focusingon the Navigationsystemthe mainsubjectof thisthesis.
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4.1 Pilot System

ThePilotis ableto safelycommandhemotorsthatcontroltherobotto movein agiven
direction. It bidsfor motion control to avoid obstaclesandalsofor the control of the
camerato look forwardin orderto detectpossibleobstacles.Although this systemis
not the focusof this thesis,we have hadto develop a simplePilot in orderto testour
Navigationsystem.

For obstacleavoidancejt usestheinformationcomingfrom the Vision systemand
theinformationstoredin the Visual Memory (describedn the next section),applying
anobstaclegrowing technique Theobstaclesregrown agivensizeto defineforbidden
areasoccupiedby theobstaclesThe obstaclesrerepresentedspoints(for landmarks
andsimpleobstaclespndlines (for linear obstacledetweenandmarks)which, after
growing them, becomecircles androundedrectanglesrespectiely. In our case,the
growing sizeis the diameterof therobot. An exampleof how the obstaclesaregrown
is shavnin Figure4.3. The Pilot usesa simpleobstacleavoidancealgorithm.It checks
whethertherobotis aboutto enterary of theforbiddenareasassociatetb theobstacles.
If therobotis in suchasituation thePilot bidsto modify thetrajectoryin orderto avoid
the obstacle. The modifiedtrajectoryis tangentiako the grown obstacleto be avoided.
Sinceobstacleavoidanceis of maximalimportancethe bid shouldbe higherthanthe
othersystemsHowever, it shouldnotbesetto thehighestpossiblevalue,1, sothatthere
is the possibility of addinga new systemthat overridesthe Pilot (e.g. a teleoperation
system).If therobotis in a safeareathe Pilot doesnotbid atall.

Regardingthe bids for cameracontrol, it is basedon a function thatincreaseghe
bid dependingn thedistanceraveledsincethe lasttime therobotlookedforward:

bid(look(ahead)) = ( (4.1)

dist_since_last_look \ ““?
maz_dist_not_looking

wheremax _dist_not_looking is themaximumdistanceallowedto travel withoutlook-
ing aheadandexp definesheincreasingshapeof the biddingfunction.
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ThePilot alsoinformsthe Navigationsystemandthe VisualMemoryaboutary ob-
stacleit detectsWheneverit detectsa singleobstacld(i.e. it bumpsinto it), it storeshe
obstacles locationin the VisualMemory, andcheckswhetherit canbe partof alarger
linearobstacle Suchlinearobstaclesredetectedvhenaseriesof singleobstaclehave
beendetectedalongtheline connectingwo landmarksandthe distancebetweenthese
obstacless belowv agiventhreshold If thisis thecasethePilot informstheNavigation
systemaboutthe presenc®f a blocking obstaclebetweertwo landmarks.

4.2 Vision System

The Vision systemis ableto identify new landmarksin the vision field of the camera
andis alsoableto recognizepreviously identifiedlandmarks This systemdoesnot bid
for any of theavailableservices Again, althoughthis systemis not on thefocusof the
thesiswe have hadto developasimpleVision systenfor carryingouttheexperiments.
A detaileddescriptionof the vision systemdevelopedto recognizendoorlandmarkss
givenin Chapter®.

The Vision systemis simplebut robustenoughto correctlyidentify the landmarks.
Thus,thereis no uncertaintyaboutthe presencef a givenlandmark. However, there
is someimprecisionaboutits location,sincethe Vision systemonly givesapproximate
distanceandangularinformation. To dealwith thisimprecisionwe usethefuzzy tech-
niguesdescribedn Section3.2.

Thegoalof this thesisis to developa vision-basedavigation systemthatdoesnot
useary specializedocalizationdevice (e.g. GPS)nor odometricinformation. How-
ever, we found that it was very restrictingfor the Navigation systemto useonly the
visualinformationavailableafterprocessingachviewframe.Firstly, becausét is very
difficult to have morethanthreelandmarkson the view field, sinceit is very narrow,
andthe beta-codicient systemneedsto have at leastfour visible landmarksin order
to createa new 3-unit. But evenif four landmarkswerein the view field, they would
probablybe highly collinear, which is not a good configurationfor creating3-units.
Secondly it was a very unrealistichehaior to completelyforget the landmarksthat
werenotin the view field, eventhoughthey hadbeenrecentlyseen.We thoughtthat
addingthe ability of rememberingvhat hasbeenpreviously seenwould improve the
behaior of therobot. Moreover, asit hasalreadybeenmentionedwe wanttherobotto
imitate the navigationalbehavior of humansandotheranimals,andwe certainlyhave
the ability of rememberingvhathasbeenrecentlyseen.A shortterm memory called
Visual Memory implementshis ability, andit is partof the Vision system.

4.2.1 Visual Memory

The Visual Memory storeslandmarksand detectecbbstaclesyith their locationcon-
stantlyupdatedusingodometricinformation. To dealwith theimprecisionin odometry
we use,again,a fuzzy approach.The odometricinformationcomingfrom therobotis
indeedfuzzyinformationaboutits motion,usedto recomputehelocationof theobjects
storedin the VisualMemory. Theimprecisionof this motionis higherwhenthe robot
turns,andlowerif it movesstraight.
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As therobotmoves,theimprecisionon thesdocationsgrows unlessthelandmarks
arerecognizedagainby the Vision system(which obviously reducesheir location’s
imprecision). Whenthe imprecisionaboutthe locationof alandmarkreaches given
upperthreshold,the landmarkis removed from the Visual Memory. Theideabehind
this beingthatthe Visual Memory only remembershoselandmarkswhoselocationis
preciseenough.

Theinformationstoredin theVisualMemoryis treatedby the Navigationsystemin
the sameway asthe informationcomingfrom the Vision system.The only difference
is thatthe Visual Memory will be more imprecisethanthe Vision system. The Pilot
systemalso usesthis information to avoid colliding with rememberedbstaclesand
landmarks.

4.3 Navigation System

This thesishasbeenmainly motivatedby this system.We have usedthe modularview
inspiring the overall robot architecturein the designof the Navigation system. The
overallactvity of leadingtherobotto thetarmgetdestinatioris decomposethto a setof
simpletasks.Working with simpletasksinsteadf usinga singlelargemodulecarrying
outthewhole navigationprocesss the basisof Behaviorbasedobotics Theideais to
divide the overall behaior of the robotinto simplerbehaiors, eachonewith its own
goal, actingin parallel. Thesesimplertasksare mucheasierto build anddehug than
a larger module,sincewe only have to focuson separatelysolving smallerproblems.
Moreover, it permitsusto incrementallyincreasehe compleity of theroboticsystem,
thatis, addingnew capabilities,by simply addingnew behaiors, without having to
modify alreadyexisting code. A detaileddescriptionof Behavior-basedarchitectures
wasgivenin Chapter2.

The Navigation systemis definedto be a multiagentsystemwhereeachagentis
competentn oneof thesetasks(seeFigure4.4). Theseagentanustcooperatesincean
isolatedagentis not capableof moving the robotto the target, but they alsocompete,
becausdifferentagentsmay wantto performconflicting actions. Again, we usethe
bidding mechanisnto coordinatethe agents.Eachagentbidsfor servicesprovided by
otherrobotsystemgPilot andVision systems)andan additionalagent,the communi-
cationagent,gatherghedifferentbidsanddeterminesvhich oneto selectat any given
time. This agentis alsoresponsibleof all the communicatiorbetweenthe Navigation
systemand the other systemsof the robot. The coordinationbetweenthe agentsis
alsomadethrougha commonrepresentationf the map. Agentsconsultthe mapand
the Pilot andVision systemsrovide informationaboutthe ervironment—position of
landmarkspbstacles— whichis usedto updateit.

Thelocaldecision®of theagentdake theform of bidsfor servicesandarecombined
into a groupdecision:which setof compatibleservicego require,andhence givesus
ahandleonthedifficult combinatorialproblemof decidingwhatto do next. In the next
sectionwe describen detailthe societyof agentghatmodelsthe navigationprocess.
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4.4 The Group of Bidding Agents

In the modelreportedin this thesiswe presenta groupof agentshat take careof dif-
ferenttasksthat,whencoordinatedhroughthe biddingmechanismprovide theoverall
desiredbehaior of leadingtherobotto atargetlandmark.Thetasksare:

o to keeptheinformationonthe mapconsistenandup-to-date,

o to keepthetargetlocatedwith minimumimprecisionandmovetowardsit,
o to keeptherisk of losingthetargetlow,

e torecover from blockedsituations.

Four agentshave beendesignedo fulfill eachone of thesegoals(Map Manager,
Target Tracker, Risk Manager and Rescuerrespectiely), plusa communicatoragent
thatis the responsibléor communicatinghe Navigation systemwith the otherrobot
systemgPilot andVision).

Theactionsthatagentscanbid for are:

e Move(direction), instructsthe Pilot systemto move the robot in a particular
direction

e Stop, instructsthe Pilot systemto stoptherobot,

e Look(angle), instructsthe Vision systemto identify all the possiblelandmarks
thatcanbefoundin theareaat angle radiansrom the currentbody orientation.

Finally, agentsmay ask one anotherwith respecto the differentknowledgethey
have. For instance,ary agentin the societymay requestfrom the Map Manager to
computethe locationof thetargetor of a divertingtarget. Agentsmay alsobroadcast
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message$o the restof the agentsin the society For example,the Rescuerinforms
aboutthetargetto bereachedandthe Target Tradker informsabouttheimprecisionon
thetarget'slocation.

In the next sectionswe describesachof the agentsandtheir codeschemaganbe
foundin Section4.4.6.

4.4.1 Map Manager

This agentis responsibldor maintainingthe informationof the exploredernvironment
in thetopologicalmap. Theactiity of this agentconsistof processingheinformation
associatedvith the incoming viewframes— expandingthe graph, creating3-vectors,
andasynchronouslghangingarcs’ costlabelswheninformedby otherrobot systems.
This agentusesthe fuzzy beta-codicient systemdescribedn Chapter3 to build the
mapandanswerquestionsaboutlandmarkpositions.

The Map Manager is alsoresponsibldor computingthe quality of the setof land-
marksin the currentviewframe,whenrequiredby the RiskManager. This quality is a
functionof thecollinearityof thelandmarks Having asetS of landmarkstheir quality
is computedas: g, = max{1 —Col(S")|S' C S,|S’| = 3} whereCol(S") is computed
usingtheequation3.4.

Thisagentalsocomputedlivertingtargetswhenaskedfor by theRescuerTo do so,
it useghetopologicalmap,whereall pathcostsarerecordedto computewhich should
bethenext regionto visit in orderto reachthetarget. A descriptionof the computation
of divertingtargetswasalreadygivenin Chapter3.

4.4.2 TargetTracker

The goal of this agentis to keepthe target locatedat all timesand move towardsit.
Ideally, thetargetshouldbe alwayswithin the view field of thecamerallf it is not, the
imprecisionassociatedo its locationis computedby this agentusingthe information
of the map. Actions of other systemsarerequiredto keepthe imprecisionaslow as
possible.

We modelthe imprecisionasa function on the size of the anglearc, ¢y, from the
robot'scurrentposition,wherethetargetis thoughtto belocated.Whentherobotis sure
of thepositionof thetarget(becausé is in thecurrentview field of thecamerawe have
acrispdirectionand,hence, = 0 andtheimprecisionis 0. If thetarget’s locationis
obtainedrom the VisualMemoryor computedy the Map Manager, ¢, is computedas
thesizeof theinterval correspondingo the 70%«-cut of thefuzzy numbemrepresenting
the headingto the landmark. Whenthe robotis completelylost, ary directioncanbe
correcteg = 2w, andtheimprecisionlevelis 1. Thus,theimprecisionlevelis computed

as: 5
I, = (6—0) (4.2)
2T
wheref givesa particularincreasingshapeto the imprecisionfunction. If 5 is much
smallerthanl, theimprecisionincreasesjuickly astheimprecisionin anglegrows. For
B valueswell over 1, imprecisionwill grow very slowly until the erroranglegetsvery
big.
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Theactionsrequiredby thisagentareto movetowardsthetargetandto look towards
theplacewherethetargetis assumedo be. Thebidsfor moving towardsthetargetstart
at avalue k; (< 1) anddecreaseolynomially to 0, dependingon a parameter.
Therationalefor this is thatwhenthe imprecisionaboutthe targetlocationis low, this
agentis confidentaboutthe target’s positionandthereforebids high to move towards
it. As theimprecisionincreasesthis confidencedecreaseand so doesthe bid. Bids
for looking at the targetincreasefrom 0 to a maximumof k. (< 1) andthendecrease
againto 0. The rationalebeingthatwhenthe imprecisionis low thereis no urgeng
in looking to thetarget, sinceits locationis known with high precision. This urgencg
startsto increaseastheimprecisionincreasesWhentheimprecisionreaches level in
which the agenthasno confidenceon thetargetlocation,it startsdecreasinghe bid so
asto give the opportunityto otheragentgo win thebid. The equationsnvolvedare:

bid(move()) = k1 (1 — I}/%) (4.3)
bid(look(8)) = ko sin(wly,) (4.4)

wherea controlshow rapidly the moving bidsdecreaseandd is the crispanglewhere
thetargetis thoughtto be. The biddingfunctionsareshavn in Figure4.5.

This agentis constantlyaskingthe Map Manager for the location of the tamet.
Whenit recevesan answer(obtaining® andey), it computesheimprecisionandin-
forms the restof the agentsaboutit. If the Target Tradker is not informed aboutthe
target’s locationwithin a giventime limit, it setstheimprecisionlevel to 1.

Thebehaior describedboveis appliedwhenthegoalis to reachasinglelandmark.
However, asmentionedn Section3.4,thegoalcanalsobeto crossthe edgeconnecting
two landmarks(if the Rescuerhassetit asthe diverting target). In this latter case,
this agentis constantlyaskingfor the location of the two landmarks(thus, obtaining
# andey for eachlandmark)and computingtheir associatedmprecision. The highest
imprecisionis usedas I, for computingthe bidding valuesfor moving and looking
actions.lt is alsousedto decidewherethe camerashouldlook; it looksin thedirection
of thelandmarkwith highestimprecision.Regardingthe motionaction,the agentbids
to movein thedirectionof theanglebetweerthetwo landmarks.

TheTargetTradker is alsotheresponsibldor decidingwhethertherobotis attarget
If thetargetis asinglelandmark,t considerghattherobothasreachedhetargetif the
upperboundof the a-cut of level ¢ of the fuzzy numbermodelingthe distanceto the
targetis lessthan§ timesthe body size of the robot. The parameterg) andé canbe
tunedto modify the accurag of the agent. In the caseof the target being an edge
(betweenlandmarksZ; and L,), it checkswhetherthe robotis on the desiredside of
line connectinghetwo landmarks|f therobotis ontheleft of thedirectedine through
L; andL,, it isonthecorrectside,thatis, theedgehasbeencrossedlf it is ontheright
of theline, it meanghattherobothasnotstill crossedheedge.

4.4.3 Risk Manager

The goal of this agentis to keeptherisk of losing thetargetaslow aspossible.While
the Target Tracker’'s goalis to locatethe target by maintainingit in the cameras view
field, thisagenttriesto keepareasonableamountof known landmarksasnoncollinear
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aspossible,in the surroundingf the robot. Therationaleis to have asmary visible
landmarksaspossibleso thatthe Map Manager is ableto computethe locationof the
targetusingthe beta-codicient systemwhenit is notvisible norin the VisualMemory:
The fewer surroundinglandmarkswhoselocationsare known, the more risky is the
currentsituationand the higher the probability of losing the target and getting lost.
Also, themorecollinearthelandmarksthehighertheerrorin thelocationof thetamet,
andthus,the highertheimprecisionon its location.

We modeltherisk asafunctionthatcombines:1) the numberof landmarksahead
(elementsn setA), 2) thenumberof landmarksaround(elementsn setB), and3) their
“collinearity quality” (g4 andgg). As we have describedthesequalitiesarecomputed
by the Map Manager. A minimum risk of 0 is assesse@henthereare at leastsix
visible landmarksn the directionof the movementandminimally collinear Although
the locationsof only threelandmarksare neededn orderto usethe beta-codicient
system,we want to have additionallandmarksaroundthe robot whoselocationsare
known, sothatthereare more chancego computethe target's location. A maximum
risk of 1 is assessedhenthereareno landmarksaheachor around:

r= i (1 () (1)) @5

Thevaluesy4 and~p determinetherelative importanceof the situationof landmarks
(aheador around).

Giventhatthe robot cannotdecreasehe collinearity of the visible landmarksthe
only wayto decreas¢herisk level is by increasinghe numberof landmarksaheadand
around.Having morelandmarkspesidesncreasing A| or | B|, alsohelpsby possibly
increasinghe qualitiesq4 andgp.

We encouragdaving landmarksaheady bidding

bid (look (rcmdom ([—%, +%} ))) =% R (4.6)

for theactionof looking atarandomdirectionin front of therobotandtrying to identify
thelandmarksn thatarea,f |A| < 6, and

bid (look (random ( {%, +74—7T} ))) =, - R 4.7)
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(whichis obviously smallerthan-~,. - R) for theactionof looking ata randomdirection
aroundtherobotandtrying to identify landmarksijf |B| < 6, where~, is aparameter
to controlthemaximumvalueof thebiddingfunction. Thebiddingfunctionsareshovn
in Figure4.6.

The behavior of this agentalso helpsthe Map Manager build the mapwhenthe
robotis in anunexploredarea. Sinceit bidsfor looking for landmarkswhenthereare
notmary visible, its bidswill be high,andthusnew landmarkg(if therearelandmarks,
obviously) will beidentifiedandthe mapwill beupdated.

4.4.4 Rescuer

Thegoalof theRescuegentis to rescuetherobotfrom problematicsituations.These
situationamayhapperdueto two reasonsFirst, thePilot canleadtherobotto a position
with a long obstacleaheadthat cannotbe easily avoided. Second the imprecisionof

thelocationof thetargetmaybetoo high (overathresholdr,,).

If therobotgetsblocked, this agentasksthe Map Manager to computea diverting
target, andinforms the restof the agentsaboutthe new target. If the diverting target
computedby the Map Manager is just a direction (this meansthat the robot should
crossan edgecontaininga virtual landmark,asexplainedin Section3.4),the Rescuer
bids for turning the robotin the givendirection. In orderto have the robot moving in
this directionfor a shortperiodof time, it setsthetargetto bealandmarkthatdoesnot
exist. However, therestof the agentsdo notknow thatit doesnot exist, therefore they
behave asif it wasan existing landmark. Thus,the Map Manager will not be ableto
computeits locationwhenasled by the Target Tradker. This latter agent,afterasking
several timesfor the location of the target and not receving ary answey will setthe
imprecisionlevel to 1, whichwill causethe Rescueto getactive again. The rationale
of this “trick” is thatduringthe time the robothasbeenmoving, it will have probably
(and hopefully) recognizednore landmarksso thatthe Map Manager cancomputea
betterdivertingtarget. Finally, if the Map Manager fails to computea divertingtarget,
the Rescuerbids for makingthe robot turn around(a randomanglein 7+ %), hoping
againthatwith the new directionit detectdandmarkghathelp computingthelocation
of thetargetor adivertingtarget. In casethecurrentdivertingtargetcannotbereached,
thisagentwill askfor anew divertingtargetfor theinitial target.

On the otherhand,if the imprecisionof thetarget’s locationis too high, the agent



48 Chapter 4. The Robot Architecture

bidsfor stoppingthe motionandstartinga visualscanaroundtherobot,trying to detect
asmary landmarksaspossible.Thescanwill stopwhentheimprecisionof thelocation

of thetargethasdecreasetb anacceptabldevel, eitherbecausé hasbeenrecognized
by the Vision systemor becauséts locationhasbeencomputedby the Map Manager

usingotherlandmarks’locations.Sincein this situationno obstaclehasbeendetected,
the Rescuermssumeshatthe pathto the targetis not blocked, sotherewill notbe ary

targetchange.However, if at the endof the scanninghe imprecisionlevel is still too

high, it will askfor adivertingtarget.

This agentalsoperformsa visualscanat the very beginning,whentheinitial target
is given,in orderto detectsomelandmarksandstartbuilding the mapbeforethe robot
beginsmoving to thetarget. Only afterthe scanis completedthis agentwill inform the
otheragentswvhatis thetargetto bereached.

The bidding valuesfor the actionsrequiredby this agentare constant(parameter
w) andshouldbe higherthanthoseof theotheragentw > maxz (1, K2,7r)), Sinceit
is absolutelynecessaryo executethe actionsin orderto continuethe navigationto the
target.

4.45 Communicator

The multiagentsystemimplementingthe navigation algorithmcommunicatesvith the
remainingrobotsystemghroughthe Communicatomagent. This agentrecevesthein-
formationaboutthe visible landmarksand obstaclesletected which is passedo the
appropriateagentyMap Manager andRescue). This agentalsoreceiesbids for ac-
tionsfrom the otheragentsandis responsibldor determiningwhich oneto selectand
sendasthe Navigation systems bid. The actionsrequiredmay be conflicting or not.
For instance anagentrequiringthe camerato look behindandanothemrequiringit to
identify a new landmarkon the right, bid for conflicting actions,thatis, actionsthat
cannotbe fulfilled at the sametime. On the contrary an agentrequiringthe robotto
move forward, and an agentrequiring the camerato look behindmight be perfectly
non-conflicting. It canbe easilyseenthat the conflictsoccurwhenthe actionsrequire
the useof the sameresourcgrobot motion or cameracontrol). Thus,the requestfor
actionswill be separatelyreateddependingon the resourceequired: Move andStop
actionson oneside,and Look actionson the other The Communicatorlagentreceives
the bids for the two differenttypesof actions,and selectsthe moving actionwith the
highestbid andthe looking actionwith the highestbid. The resultingtwo action-bid
pairsaresentto the Pilot andVision systemrespectiely. This agentwaits sometime
beforeprocessingherecevedbids,sothatall theagentdhavetimeto senctheirbids. If,
duringthistime window, anagentsendsnorethanonebid for the sametype of action,
it replaceghe previously sentbid. Whenthetime window expires,the Communicator
processesll therecevedbidsanddetermineshewinners.

As alreadymentionedthe biddingmechanisnimplementsa competitive coordina-
tion mechanismThis mechanisnihasproblemswith selfishagents Theproblemarises
whenthereis one (or more) agentsthat always bids very high sothatit wins all the
bids, thus,not letting the otheragentshaving their actionsexecuted.In this case there
is no coordinationat all betweenthe agentsandit is very difficult, if notimpossible,
to achieve the goal of reachingthe targetdestination.For instancejf we setthe Target
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Tradker to bid alwayshigherthanthe Pilot systemtherobotwould notbeableto avoid
ary obstacleandwould getstuckif any wasencounteredTo avoid suchproblem,the
agentsand systemsshouldbid rationally, thatis, bidding high only whenthe action
is found to be the mostappropriatefor the currentsituation,andbidding low whenit
is not clearthatthe actionwill help, giving the opportunityto otheragentsto win the
bid. Thus,specialattentionmustbe payedwhendesigningthe agentsandtheir bidding
functions.

To solwve this problemwe could usea more economicview of the bidding mecha-
nism,assigninga limited creditto eachagentandallowing themto bid only if they had
enoughcredit. With this new systemthereshouldalsohave to be a way to reward the
agentslf not, they would run out of creditaftersometime andno agentwould beable
to bid. However, we facethe creditassignmenproblem,thatis, decidingwhento give
a reward andwhich agentor setof agentsdesere to receve it. This problemis very
commonin multiagentlearning systems,especiallyin Reinforcementearning,and
thereis not a generalsolutionfor it. Eachsystemusesanad hoc solutionfor thetask
beinglearned.Otherpossiblesolutionswould be to have a mechanisnto evaluatethe
bidding of eachagent,assigninghemsucceedingr failing bids, or somemeasurenf
trust,in orderto take or not take into accounttheir opinions. However, we would have
againthe credit assignmenproblem. Thus,in the multiagentsystemreportedin this
thesiswe have designedhe agentsso thatthey bid rationally, leaving the exploration
of theseevaluationmechanismsasalline of futureresearch.

4.4.6 Agentscodeschemas

In this sectionwe presentthe code schemador the agentsMap Manager, Target
Tracker, RiskManager andRescuerandalsofor the Pilot system.The schemahave
someparameterssuchasthetargetthathasto bereachedits initial headingandsome
otherparticularparametersor eachagent(bidding function parametershresholds...).
Theseparticularparameterslefinethe behavior of the agentsandthereby the overall
behavior of therobot. Varying the valuesof the parameterswe may obtainbetteror
worst navigation performancesandwe may alsoadjustthe conserativenessor riski-
nessof therobot. Thus,appropriateljtuningtheseparameterss very important.In the
next chapterwe explore the useof learningtechniquesn orderto do suchparameter
tuning.

Whendescribingthe algorithmschemasthe speechactswill appeamlasexpressions
in a KQML-style language[26]. Agentsrefer to themseles by the specialsymbol
“self”. Whenreferringto all the agentsof the society they usethe symbol“all”.

Agentshave a hybrid architectureWe will usethefollowing constructo modelthe
reactive componentf agents:

On conditiondo action

Whenever the condition holds (typically an illocution arriving to the
agent), the action is executed immediately = The illocutions used by the
agents are the following: ask(asking_agent, asked_agent, question) and
in form(in forming_agent,in formed_agent, information).
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SystemPilot(v,maxdist.not looking,exp) =

Begin deliberative
Repeat
inform(self,Msion System,odometriinformation)
(avoid,f) := avoid.obstaclesof_VisuaLMemory()
If avoid then inform(self,Coord{(Move(f),v)})
. ) ) exp
inform(self,Coord { (T.ook(0), ( ;istsince lastlook 1)) 1)
Until
End deliberative

Beginreactive
On bumpersactive do
bakupsafedistance()
(obstacledetectedl.;, L) := updateVisual. Memory()
If obstacledetectedhen inform(self,NavigationSystem,bstacle(.,, 1))

On inform(VisionSystem,self,currentiew(CV) do
(avoid,d) := avoid.obstacles(CV)
If avoid then inform(self,Coord{(Move(#),v)})
End reactive

End system
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SystemNavigationSystemg, 3, k1, k2, G, 6, YA, VB Ve La, W) =

Agent MM() =

Beginreactive
On inform(CO,self,currentiew(CV)) do
updatemapgCV)

On inform(CO,self,obstacld(;, L,)) do
updateobstacl€L, L)

On ask(X,self,position-landmark?{) do
(0, €9,d, eq) := computelandmarkposition(L)
inform(self,X,position-landma&( L, 6, €5, d, €4))

On ask(X,self,position-landmarksE(, L)) do
(01, ¢€9,,d1,€q,) = computelandmarkposition(;)
(02, €0, , da, €4, ) := computelandmarkposition(-)
inform(self,X,position-landmas(L1, 61, €g, , d1, €4, , L2, 02, €g,, d2, €4,))

On ask(X,self,landmarks-quality 2)o
(|Al,|Bl|, ¢4, g) := computelandmarksquality()
inform(self,X,landmarks-qality(| A, | B|, ¢4, ¢B))

On ask(X,self,dverting-taget?(L) do

(T, Ly, L, 0, type) := computediverting target(L)

If type=landmarkhen
inform(self,X,diverting-taget(T))

elseif type=edgehen
inform(self,X,dverting-ed@(L;, L))

elseif type=directiorthen
inform(self,X,diverting-directio(9))

elseif type=failedthen
inform(self,X,diverting-taget-failed)

End reactive
End agent
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Agent TT(a, B, K1, k2, ¢, (5) =
Begin deliberative
targetset:= false
initial targetreached= false
Repeat
If target setthen
If targettype=Ilandmarkthen
ask(self,MM,position-landmark?(tget))
else
ask(self, MM, position-landmarks®?(L;,E L,.))
endif
endif
Until initial targetreached
End deliberative

Beginreactive
On inform(RE,self,initial-taget(T))do
targetset:= true
targettype:=landmark
initial_target:=T
target:= initial _target

On inform(RE,self,taget(T))do
targettype:=landmark
taget:=T

On inform(RE,self taget(;,L,)) do
tagettype:=edge
(EL;,EL,) = (L, L)

On inform(MM,self,position-landrark(targetf, ey,diste4;5:)) do
I, = (25%)5
inform(self,all,imprecision{,))
inform(self,CO,{(Move(8), k1 (1 — (Ié/a))), (Look(h), ka2 sin (11,))})
[min,max]:= {dist} 4
at target:= max < §*bodyshape
If attargetthen inform(self,all,at-taget(taget))
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On inform(MM,self,position-landrarks(E Ly, 6;, €9, , d;, €4,
ELT‘: 07“: €9, dr: edr)) do

)
L= (57
7= (R
I, :=max(IL, I7)

anglemove:=(6; +0,.)/2

If I! > I then anglelook := 6,

elseanglelook := 4,

inform(self,all,imprecision[,))

inform(self,CO,{ (Move(angle_move), k1 (1 — (I2/%)))
(Look(angle_look), ka sin (m1,))})

edgecrossed= checkedgecrossed;, 6,

If edgecrossedhen inform(self,all,edge-crossei(l;,EL,))

On inform(self,self,at-taget(initial target)) do
initial_targetreached= true
End reactive
End agent
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AgentRM(v4,vB,vr) =

Begin deliberative
targetset:= false
initial targetreached= false
Repeat
If targetsetthen
ask(self, MM,landmarks-quality?)
endif
Until initial targetreached
End deliberative

Beginreactive
On inform(RE,self,initial-taget(T))do
tamgetset:= true
initial _target:=T

On inform(MM,self,landmarks-qality(| A|,| B|,q4,q5)) do

R :=1—min (l,qA (%)M + (IB(lﬁﬂ)’YB)
If |A| < 6then

inform(self, CO{(Look(random_angle ([-%,+%]) ,7R)})
elseif |B| < 6 then

inform(self, CO{(Look(random_angle ([+
endif

+T]) R

INH

On inform(TT,self,at-taget(initial target))do
initial _targetreached= true

End reactive

End agent



4.4. The Group of Bidding Agents 55

AgentRE(T,,w) =
Beginreactive
On inform(CO,self,nav-target(T))do
initial _scan()
inform(self,all,initial-taget(T))

On inform(CO,self,Blocled)do
ask(self,MM,dverting-taget?(initialtarget))

On (inform(TT, self,imprecision(,)) and (I, > I,)) do
angle := compute_scan_angle()
If scan_finished(angle) then
ask(self, MM,dverting-taget?(nitial target))
else
inform(self,CO{ (Stop, w), (Look(angle),w)})

On inform(TT,self,at-taget(T)) or inform(TT,self,edge-crossed(, L,.)) do
target:= initial _target
inform(self,all, taget(taget))

On inform(MM,self,diverting-taget(T)) do
inform(self,all, target(T))
taget:=T

On inform(MM,self,diverting-edye(L;, L)) do
inform(self,all, target(Z;, L,))

On inform(MM,self,diverting-drection()) do
inform(self,all, taget(fake_target))
inform(self, CO{(Move(#),w)})

End reactive

End agent

End system
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4.5 FutureWork

We shouldexplorethefeasibility of usinganeconomicview of thebiddingmechanism,
asmentionedn Section4.4.5,andanalyzehow to solve the difficult problemof credit
assignment.

The designof eachone of the agentsof the Navigation systemshouldbe revised
accordingo theresultsobtainedhroughtheexperimentationThisrevisioncouldrange
from simpletuningof someof theagentsbehavior to theinclusionof new agentsSome
of this changewill be discussedn Chapter6, devotedto the experimentatiorwith a
realrobot.



