
Chapter 4

The Robot Ar chitecture

Navigation,asthegeneraltaskof leadinga robotto a targetdestination,is naturallyin-
termingledwith otherlow-level taskssuchasobstacleavoidance,andhigh-level tasks
suchaslandmarkidentification.Wecanseeeachof thetasks,from anengineeringpoint
of view, asa system,thatis, systemsrequireandoffer servicesoneanother. Thesesys-
temsneedto cooperate, sincethey needone anotherin order to achieve the overall
taskof reachingthe target. However, they alsocompetefor controlling the available
actuatorsof therobot. To exemplify this cooperationandcompetition,imaginea robot
controlledby threesystems,the Pilot system,the Vision systemand the Navigation
system.Actually, thesethreesystemscomposethearchitecturewehaveusedto control
our robot, which will be describedin detail in the restof this chapter. Regardingthe
cooperation,the Navigation systemneedsthe Vision systemto recognizethe known
landmarksin a particularareaof theenvironmentor to find new ones,andit alsoneeds
the Pilot systemto move the robot towardsthe target location. Regardingthe com-
petition, the Navigationsystemmayneedthe robot to move towardsthe target,while
thePilot systemmayneedto changetherobot’s trajectoryto safelyavoid anobstacle.
Moreover, thePilot mayneedthecamerato checkwhetherthereis any obstacleahead
and,at the sametime, the Navigationsystemmayneedto look behindto localizethe
robotby recognizingknown landmarks.Thus,somecoordinationmechanismis needed
in orderto handlethis interactionamongthedifferentsystems.Themechanismhasto
let thesystemsusetheavailableresourcesin sucha way that thecombinationof these
interactionsresultsin therobotreachingits destination.

We proposea generalarchitecturefor managingthis cooperationandcompetition.
We differentiatetwo typesof systems:executivesystemsanddeliberativesystems. Ex-
ecutivesystemshave accessto the sensorsandactuatorsof the robot. Thesesystems
offer servicesfor usingtheactuatorsto therestof thesystemsandalsoprovide infor-
mationgatheredfrom thesensors.On theotherhand,deliberativesystemstakehigher-
level decisionsand requirethe servicesofferedby the executive systemsin order to
carryout thetaskassignedto therobot. Despitethis distinction,thearchitectureis not
hierarchical,andthe coordinationis madeat a single level involving all the systems.
The servicesofferedby the executive systemsarenot only available to the delibera-
tive systems;they arealsoavailableto theexecutivesystemsthemselves.Actually, an
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Figure4.1: Generalbiddingcoordinationarchitecture

executive systemmustcompetewith the restof thesystemseven for the servicesit is
offering. Thesystems(no mattertheir type)canexchangeinformationbetweenthem
(be it sensoryinformationor any otherinformationthey couldhave – e.g. mapof the
environment).Thearchitectureis depictedin Figure4.1.

Thecoordinationis basedon a simplemechanism:bidding. Deliberative systems
always bid for the servicesoffered by executive systems,sincethis is the only way
to have their decisionsexecuted. Executive systemsthat only offer servicesdo not
bid. However, thoseexecutivesystemsthatrequireservicesfrom any executivesystem
(includingthemselves)mustalsobid for them.Thesystemsbidaccordingto theinternal
expectedutility associatedto the provisioningof the services.A coordinatorreceives
thesebidsanddecideswhich serviceeachof theexecutivesystemshasto engagein.

Although we usethe term “bidding”, thereis no economicconnotationas in an
auction. That is, systemsdo not have any amountof money to spendon the bids,
nor thereis any reward or goodgiven to the winning system. We useit asa way to
representthe urgency of a systemfor having a serviceengaged.The bids are in the
range[0 ; 1] , with high bidsmeaningthatthesystemreally thinksthattheserviceis the
mostappropriateto beengagedat thatmoment,andwith low bidsmeaningthat it has
no urgency in having theserviceengaged.

Thisbiddingmechanismis acompetitivecoordinationmechanism,sincetheaction
executedby eachsystemis the consequenceof a requestof oneof the systems,not a
combinationof severalrequestsfor actionsmadeby differentsystems,asit wouldbein
a cooperativemechanism.
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Figure4.2: Specificrobotarchitecture

This modularview forms an extensiblearchitecture. To extend this architecture
with a new capabilitywe would just have to plug in oneor morenew systems,even-
tually addingnew sensorsor actuators,andeventuallychangingthebidding functions
of theexisting systems.Not only that,it alsopermitsusto recursively have a modular
view of eachoneof thesystems,aswill besoonseenin thedesignof our Navigation
system.Moreover, this architectureis not thoughtonly for navigation purposessince
its generalitycanbeusedfor any taskthatcouldbeassignedto a roboticsystem.

For ourspecificrobotnavigationproblem,wehaveinstantiatedthegeneralarchitec-
turedescribedabove(seeFigure4.2). It hastwo executivesystems,thePilot andVision
systems,andonedeliberativesystem,theNavigationsystem.Eachsystemhasthefol-
lowing responsibilities.ThePilot is responsiblefor all motionsof the robot,avoiding
obstaclesif necessary. The Vision systemis responsiblefor identifying andtracking
landmarks(including the target landmark). Finally, the Navigation systemis respon-
sible for takinghigher-level decisionsin orderto move therobot to a specifiedtarget.
Therobothastwo actuators:thewheels’motors, usedby thePilot system,andthecam-
era motor, usedby the Vision system. The availablesensorsarethe wheelencoders
andbumpers,which provide odometricandbumpinginformationto thePilot, andthe
imagesobtainedby thecamera,usedby theVision systemto identify landmarks.The
Pilot systemofferstheserviceof moving therobotin a givendirection,andtheVision
systemoffers the serviceof moving the cameraandidentifying the landmarksfound
within agivenarea.ThebiddingsystemsarethePilot andtheNavigationsystem,while
theVisionsystemdoesnot bid for any service.

In thenext sectionswe describeeachof thethreesystemsof therobotarchitecture,
focusingon theNavigationsystem,themainsubjectof this thesis.
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Figure4.3: Growing obstacles.Pointsandsolid lines arethe obstacles;dottedlines
show grown obstacles

4.1 Pilot System

ThePilot is ableto safelycommandthemotorsthatcontroltherobotto movein agiven
direction. It bids for motioncontrol to avoid obstacles,andalsofor thecontrolof the
camerato look forward in orderto detectpossibleobstacles.Although this systemis
not the focusof this thesis,we have hadto developa simplePilot in orderto testour
Navigationsystem.

For obstacleavoidance,it usestheinformationcomingfrom theVisionsystemand
the informationstoredin theVisualMemory (describedin thenext section),applying
anobstaclegrowing technique.Theobstaclesaregrownagivensizeto defineforbidden
areasoccupiedby theobstacles.Theobstaclesarerepresentedaspoints(for landmarks
andsimpleobstacles)andlines(for linearobstaclesbetweenlandmarks),which, after
growing them,becomecirclesandroundedrectangles,respectively. In our case,the
growing sizeis thediameterof therobot. An exampleof how theobstaclesaregrown
is shown in Figure4.3. ThePilot usesasimpleobstacleavoidancealgorithm.It checks
whethertherobotis aboutto enterany of theforbiddenareasassociatedto theobstacles.
If therobotis in suchasituation,thePilot bidsto modify thetrajectoryin orderto avoid
theobstacle.Themodifiedtrajectoryis tangentialto thegrown obstacleto beavoided.
Sinceobstacleavoidanceis of maximalimportance,thebid shouldbehigherthanthe
othersystems.However, it shouldnotbesetto thehighestpossiblevalue,1,sothatthere
is the possibility of addinga new systemthat overridesthe Pilot (e.g. a teleoperation
system).If therobotis in asafearea,thePilot doesnot bid at all.

Regardingthe bids for cameracontrol, it is basedon a function that increasesthe
bid dependingon thedistancetraveledsincethelasttime therobotlookedforward:

bid ( l ook ( ahead )) =

�

dist since l ast l ook

max dist not l ook ing

�

exp

(4.1)

wheremax dist not l ook ing is themaximumdistanceallowedto travel without look-
ing ahead,andexp definestheincreasingshapeof thebiddingfunction.
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ThePilot alsoinformstheNavigationsystemandtheVisualMemoryaboutany ob-
stacleit detects.Wheneverit detectsasingleobstacle(i.e. it bumpsinto it), it storesthe
obstacle’s locationin theVisualMemory, andcheckswhetherit canbepartof a larger
linearobstacle.Suchlinearobstaclesaredetectedwhenaseriesof singleobstacleshave
beendetectedalongtheline connectingtwo landmarksandthedistancebetweenthese
obstaclesis below agiventhreshold.If this is thecase,thePilot informstheNavigation
systemaboutthepresenceof a blockingobstaclebetweentwo landmarks.

4.2 Vision System

The Vision systemis ableto identify new landmarksin the vision field of the camera
andis alsoableto recognizepreviously identifiedlandmarks.This systemdoesnot bid
for any of theavailableservices.Again,althoughthis systemis not on thefocusof the
thesis,wehavehadto developasimpleVisionsystemfor carryingout theexperiments.
A detaileddescriptionof thevisionsystemdevelopedto recognizeindoorlandmarksis
givenin Chapter6.

TheVision systemis simplebut robustenoughto correctlyidentify thelandmarks.
Thus,thereis no uncertaintyaboutthepresenceof a given landmark.However, there
is someimprecisionaboutits location,sincetheVisionsystemonly givesapproximate
distanceandangularinformation.To dealwith this imprecisionwe usethefuzzy tech-
niquesdescribedin Section3.2.

Thegoalof this thesisis to developa vision-basednavigationsystemthatdoesnot
useany specializedlocalizationdevice (e.g. GPS)nor odometricinformation. How-
ever, we found that it wasvery restrictingfor the Navigation systemto useonly the
visualinformationavailableafterprocessingeachviewframe.Firstly, becauseit is very
difficult to have morethanthreelandmarkson the view field, sinceit is very narrow,
andthe beta-coefficient systemneedsto have at leastfour visible landmarksin order
to createa new � -unit. But evenif four landmarkswerein theview field, they would
probablybe highly collinear, which is not a goodconfigurationfor creating� -units.
Secondly, it was a very unrealisticbehavior to completelyforget the landmarksthat
werenot in the view field, even thoughthey hadbeenrecentlyseen.We thoughtthat
addingthe ability of rememberingwhat hasbeenpreviously seenwould improve the
behavior of therobot.Moreover, asit hasalreadybeenmentioned,wewanttherobotto
imitate thenavigationalbehavior of humansandotheranimals,andwe certainlyhave
theability of rememberingwhathasbeenrecentlyseen.A shorttermmemory, called
VisualMemory, implementsthisability, andit is partof theVisionsystem.

4.2.1 Visual Memory

The VisualMemorystoreslandmarksanddetectedobstacles,with their locationcon-
stantlyupdatedusingodometricinformation.To dealwith theimprecisionin odometry
we use,again,a fuzzy approach.Theodometricinformationcomingfrom therobot is
indeedfuzzyinformationaboutits motion,usedto recomputethelocationof theobjects
storedin theVisualMemory. Theimprecisionof this motion is higherwhentherobot
turns,andlower if it movesstraight.
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As therobotmoves,theimprecisionon theselocationsgrowsunlessthelandmarks
are recognizedagainby the Vision system(which obviously reducestheir location’s
imprecision).Whenthe imprecisionaboutthe locationof a landmarkreachesa given
upperthreshold,the landmarkis removed from the Visual Memory. The ideabehind
this beingthat theVisualMemoryonly remembersthoselandmarkswhoselocationis
preciseenough.

Theinformationstoredin theVisualMemoryis treatedby theNavigationsystemin
thesameway asthe informationcomingfrom theVision system.Theonly difference
is that the Visual Memory will be moreimprecisethanthe Vision system. The Pilot
systemalso usesthis information to avoid colliding with rememberedobstaclesand
landmarks.

4.3 Navigation System

This thesishasbeenmainly motivatedby this system.We have usedthemodularview
inspiring the overall robot architecturein the designof the Navigation system. The
overallactivity of leadingtherobotto thetargetdestinationis decomposedinto asetof
simpletasks.Workingwith simpletasksinsteadof usingasinglelargemodulecarrying
out thewholenavigationprocessis thebasisof Behavior-basedrobotics. Theideais to
divide the overall behavior of the robot into simplerbehaviors, eachonewith its own
goal, actingin parallel. Thesesimplertasksaremucheasierto build anddebug than
a largermodule,sincewe only have to focuson separatelysolving smallerproblems.
Moreover, it permitsusto incrementallyincreasethecomplexity of theroboticsystem,
that is, addingnew capabilities,by simply addingnew behaviors, without having to
modify alreadyexisting code. A detaileddescriptionof Behavior-basedarchitectures
wasgivenin Chapter2.

The Navigation systemis definedto be a multiagentsystemwhereeachagentis
competentin oneof thesetasks(seeFigure4.4).Theseagentsmustcooperate,sincean
isolatedagentis not capableof moving the robot to the target,but they alsocompete,
becausedifferentagentsmay want to performconflicting actions. Again, we usethe
biddingmechanismto coordinatetheagents.Eachagentbidsfor servicesprovidedby
otherrobotsystems(Pilot andVision systems),andanadditionalagent,thecommuni-
cationagent,gathersthedifferentbidsanddetermineswhich oneto selectat any given
time. This agentis alsoresponsibleof all thecommunicationbetweentheNavigation
systemand the other systemsof the robot. The coordinationbetweenthe agentsis
alsomadethrougha commonrepresentationof the map. Agentsconsultthemapand
thePilot andVision systemsprovide informationabouttheenvironment—positionof
landmarks,obstacles— which is usedto updateit.

Thelocaldecisionsof theagentstaketheform of bidsfor servicesandarecombined
into a groupdecision:which setof compatibleservicesto require,andhence,givesus
ahandleon thedifficult combinatorialproblemof decidingwhatto donext. In thenext
sectionwe describein detailthesocietyof agentsthatmodelsthenavigationprocess.
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Figure4.4: Multiagentview of thenavigationsystem

4.4 The Group of Bidding Agents

In themodelreportedin this thesiswe presenta groupof agentsthat take careof dif-
ferenttasksthat,whencoordinatedthroughthebiddingmechanism,providetheoverall
desiredbehavior of leadingtherobotto a targetlandmark.Thetasksare:

� to keeptheinformationon themapconsistentandup-to-date,

� to keepthetarget locatedwith minimumimprecisionandmovetowardsit,

� to keeptherisk of losingthetargetlow,

� to recover from blockedsituations.

Four agentshave beendesignedto fulfill eachoneof thesegoals(Map Manager,
Target Tracker, RiskManager andRescuer, respectively), plus a communicatoragent
that is the responsiblefor communicatingthe Navigation systemwith the otherrobot
systems(Pilot andVision).

Theactionsthatagentscanbid for are:

� Mo v e ( dir e ction ) , instructsthe Pilot systemto move the robot in a particular
direction,

� Stop , instructsthePilot systemto stoptherobot,

� Lo ok ( angle ) , instructsthe Vision systemto identify all the possiblelandmarks
thatcanbefoundin theareaat angle radiansfrom thecurrentbodyorientation.

Finally, agentsmay askoneanotherwith respectto the differentknowledgethey
have. For instance,any agentin the societymay requestfrom the Map Manager to
computethe locationof the targetor of a divertingtarget. Agentsmayalsobroadcast
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messagesto the restof the agentsin the society. For example,the Rescuerinforms
aboutthetargetto bereached,andtheTargetTracker informsabouttheimprecisionon
thetarget’s location.

In thenext sectionswe describeeachof theagents,andtheir codeschemascanbe
foundin Section4.4.6.

4.4.1 Map Manager

This agentis responsiblefor maintainingthe informationof theexploredenvironment
in thetopologicalmap.Theactivity of thisagentconsistsof processingtheinformation
associatedwith the incomingviewframes– expandingthe graph,creating� -vectors,
andasynchronouslychangingarcs’costlabelswheninformedby otherrobotsystems.
This agentusesthe fuzzy beta-coefficient systemdescribedin Chapter3 to build the
mapandanswerquestionsaboutlandmarkpositions.

TheMap Manager is alsoresponsiblefor computingthequality of thesetof land-
marksin thecurrentviewframe,whenrequiredby theRiskManager. This quality is a
functionof thecollinearityof thelandmarks.Having asetS of landmarks,theirquality
is computedas: q

s

= max f 1 � C ol ( S

0

) j S

0

� S; j S

0

j = 3 g whereC ol ( S

0

) is computed
usingtheequation3.4.

Thisagentalsocomputesdivertingtargetswhenaskedfor by theRescuer. To doso,
it usesthetopologicalmap,whereall pathcostsarerecorded,to computewhichshould
bethenext region to visit in orderto reachthetarget.A descriptionof thecomputation
of divertingtargetswasalreadygivenin Chapter3.

4.4.2 Target Tracker

The goal of this agentis to keepthe target locatedat all timesandmove towardsit.
Ideally, thetargetshouldbealwayswithin theview field of thecamera.If it is not, the
imprecisionassociatedto its locationis computedby this agentusingthe information
of the map. Actions of othersystemsarerequiredto keepthe imprecisionas low as
possible.

We modelthe imprecisionasa function on the sizeof the anglearc, �

�

, from the
robot’scurrentposition,wherethetargetis thoughtto belocated.Whentherobotis sure
of thepositionof thetarget(becauseit is in thecurrentview field of thecamera)wehave
a crispdirectionand,hence,�

�

= 0 andtheimprecisionis 0. If thetarget’s locationis
obtainedfrom theVisualMemoryor computedby theMapManager, �

�

is computedas
thesizeof theintervalcorrespondingto the70%� -cutof thefuzzynumberrepresenting
the headingto the landmark.Whenthe robot is completelylost, any directioncanbe
correct,�

�

= 2 � , andtheimprecisionlevel is 1. Thus,theimprecisionlevel is computed
as:

I

a

=

�

�

�

2 �

�

�

(4.2)

where� givesa particularincreasingshapeto the imprecisionfunction. If � is much
smallerthan1, theimprecisionincreasesquickly astheimprecisionin anglegrows. For
� valueswell over1, imprecisionwill grow very slowly until theerroranglegetsvery
big.
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Theactionsrequiredby thisagentareto movetowardsthetargetandto look towards
theplacewherethetargetis assumedto be.Thebidsfor moving towardsthetargetstart
at a value �

1

( � 1) and decreasepolynomially to 0, dependingon a parameter� .
Therationalefor this is thatwhentheimprecisionaboutthetargetlocationis low, this
agentis confidentaboutthe target’s positionandthereforebids high to move towards
it. As the imprecisionincreases,this confidencedecreasesandso doesthe bid. Bids
for looking at thetarget increasefrom 0 to a maximumof �

2

( � 1) andthendecrease
againto 0. The rationalebeingthat whenthe imprecisionis low thereis no urgency
in looking to the target,sinceits locationis known with high precision.This urgency
startsto increaseastheimprecisionincreases.Whentheimprecisionreachesa level in
which theagenthasno confidenceon thetargetlocation,it startsdecreasingthebid so
asto give theopportunityto otheragentsto win thebid. Theequationsinvolvedare:

bid ( mov e ( � )) = �

1

(1 � I

1 =�

a

) (4.3)

bid ( l ook ( � )) = �

2

sin( � I

a

) (4.4)

where� controlshow rapidly themoving bidsdecrease,and� is thecrispanglewhere
thetargetis thoughtto be.Thebiddingfunctionsareshown in Figure4.5.

This agentis constantlyaskingthe Map Manager for the location of the target.
Whenit receivesan answer(obtaining� and �

�

), it computesthe imprecisionandin-
forms the restof the agentsaboutit. If the Target Tracker is not informedaboutthe
target’s locationwithin a giventime limit, it setstheimprecisionlevel to 1.

Thebehavior describedaboveis appliedwhenthegoalis to reachasinglelandmark.
However, asmentionedin Section3.4,thegoalcanalsobeto crosstheedgeconnecting
two landmarks(if the Rescuerhasset it as the diverting target). In this latter case,
this agentis constantlyaskingfor the locationof the two landmarks(thus,obtaining
� and �

�

for eachlandmark)andcomputingtheir associatedimprecision.Thehighest
imprecisionis usedas I

a

for computingthe bidding valuesfor moving and looking
actions.It is alsousedto decidewherethecamerashouldlook; it looksin thedirection
of thelandmarkwith highestimprecision.Regardingthemotionaction,theagentbids
to movein thedirectionof theanglebetweenthetwo landmarks.

TheTargetTracker is alsotheresponsiblefor decidingwhethertherobotis at target.
If thetargetis asinglelandmark,it considersthattherobothasreachedthetargetif the
upperboundof the � -cut of level � of the fuzzy numbermodelingthedistanceto the
target is lessthan Æ timesthe body sizeof the robot. The parameters� and Æ canbe
tunedto modify the accuracy of the agent. In the caseof the target being an edge
(betweenlandmarksL

l

and L

r

), it checkswhetherthe robot is on the desiredsideof
line connectingthetwo landmarks.If therobotis ontheleft of thedirectedline through
L

l

andL

r

, it is onthecorrectside,thatis, theedgehasbeencrossed.If it is ontheright
of theline, it meansthattherobothasnot still crossedtheedge.

4.4.3 Risk Manager

Thegoalof this agentis to keeptherisk of losingthetargetaslow aspossible.While
theTarget Tracker’s goal is to locatethetargetby maintainingit in thecamera’s view
field, thisagenttriesto keepareasonableamountof known landmarks,asnoncollinear
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Figure4.5: Target Tracker’s biddingfunctions

aspossible,in the surroundingsof the robot. The rationaleis to have asmany visible
landmarksaspossibleso that theMap Manager is ableto computethe locationof the
targetusingthebeta-coefficientsystemwhenit is notvisiblenor in theVisualMemory.
The fewer surroundinglandmarkswhoselocationsare known, the more risky is the
currentsituationand the higher the probability of losing the target and getting lost.
Also, themorecollinearthelandmarks,thehighertheerrorin thelocationof thetarget,
andthus,thehighertheimprecisionon its location.

We modeltherisk asa functionthatcombines:1) thenumberof landmarksahead
(elementsin setA ), 2) thenumberof landmarksaround(elementsin setB ), and3) their
“collinearity quality” (q

A

andq

B

). As wehavedescribed,thesequalitiesarecomputed
by the Map Manager. A minimum risk of 0 is assessedwhen thereareat leastsix
visible landmarksin thedirectionof themovementandminimally collinear. Although
the locationsof only threelandmarksareneededin order to usethe beta-coefficient
system,we want to have additionallandmarksaroundthe robot whoselocationsare
known, so that therearemorechancesto computethe target’s location. A maximum
risk of 1 is assessedwhenthereareno landmarksaheadnor around:

R = 1 � min

�

1 ; q

A

�

j A j

6

�




A

+ q

B

�

j B j

6

�




B

�

(4.5)

Thevalues


A

and


B

determinetherelative importanceof thesituationof landmarks
(aheador around).

Given that the robot cannotdecreasethe collinearity of the visible landmarks,the
only way to decreasetherisk level is by increasingthenumberof landmarksaheadand
around.Having morelandmarks,besidesincreasingj A j or j B j , alsohelpsby possibly
increasingthequalitiesq

A

andq

B

.
We encouragehaving landmarksaheadby bidding

bid
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for theactionof lookingatarandomdirectionin front of therobotandtrying to identify
thelandmarksin thatarea,if j A j < 6 , and

bid
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Figure4.6: RiskManager’s look bidding functions(look ahead-solid line- and look
behind-dashedline-)

(which is obviouslysmallerthan


r

� R ) for theactionof lookingata randomdirection
aroundtherobotandtrying to identify landmarks,if j B j < 6 , where


r

is a parameter
to controlthemaximumvalueof thebiddingfunction.Thebiddingfunctionsareshown
in Figure4.6.

The behavior of this agentalsohelpsthe Map Manager build the mapwhen the
robot is in anunexploredarea.Sinceit bids for looking for landmarkswhenthereare
not many visible, its bidswill behigh,andthusnew landmarks(if therearelandmarks,
obviously)will beidentifiedandthemapwill beupdated.

4.4.4 Rescuer

Thegoalof theRescueragentis to rescuetherobotfrom problematicsituations.These
situationsmayhappendueto two reasons.First,thePilot canleadtherobotto aposition
with a long obstacleaheadthat cannotbe easilyavoided. Second,the imprecisionof
thelocationof thetargetmaybetoo high (overa thresholdI

a

).
If therobotgetsblocked,this agentaskstheMap Manager to computea diverting

target, andinforms the restof the agentsaboutthe new target. If the diverting target
computedby the Map Manager is just a direction (this meansthat the robot should
crossanedgecontaininga virtual landmark,asexplainedin Section3.4), theRescuer
bids for turning the robot in thegivendirection. In orderto have therobotmoving in
this directionfor a shortperiodof time, it setsthetargetto bea landmarkthatdoesnot
exist. However, therestof theagentsdo not know thatit doesnot exist, therefore,they
behave asif it wasan existing landmark.Thus,theMap Manager will not be ableto
computeits locationwhenaskedby theTarget Tracker. This latteragent,afterasking
several timesfor the locationof the target andnot receiving any answer, will set the
imprecisionlevel to 1, which will causetheRescuerto getactive again.Therationale
of this “trick” is thatduringthetime therobothasbeenmoving, it will have probably
(andhopefully) recognizedmorelandmarksso that the Map Manager cancomputea
betterdivertingtarget. Finally, if theMap Manager fails to computea divertingtarget,
the Rescuerbids for makingthe robot turn around(a randomanglein � �

�

6

), hoping
againthatwith thenew directionit detectslandmarksthathelpcomputingthelocation
of thetargetor adivertingtarget. In casethecurrentdivertingtargetcannotbereached,
this agentwill askfor anew divertingtargetfor theinitial target.

On theotherhand,if the imprecisionof thetarget’s locationis too high, theagent
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bidsfor stoppingthemotionandstartingavisualscanaroundtherobot,trying to detect
asmany landmarksaspossible.Thescanwill stopwhentheimprecisionof thelocation
of thetargethasdecreasedto anacceptablelevel, eitherbecauseit hasbeenrecognized
by theVision systemor becauseits locationhasbeencomputedby theMap Manager
usingotherlandmarks’locations.Sincein this situationno obstaclehasbeendetected,
theRescuerassumesthat thepathto thetargetis not blocked,sotherewill not beany
targetchange.However, if at theendof thescanningthe imprecisionlevel is still too
high, it will askfor a divertingtarget.

Thisagentalsoperformsa visualscanat theverybeginning,whentheinitial target
is given,in orderto detectsomelandmarksandstartbuilding themapbeforetherobot
beginsmoving to thetarget.Only afterthescanis completed,thisagentwill inform the
otheragentswhatis thetargetto bereached.

The bidding valuesfor the actionsrequiredby this agentareconstant(parameter
! ) andshouldbehigherthanthoseof theotheragents(! > max ( �

1

; �

2

; 


r

)), sinceit
is absolutelynecessaryto executetheactionsin orderto continuethenavigationto the
target.

4.4.5 Communicator

Themultiagentsystemimplementingthenavigationalgorithmcommunicateswith the
remainingrobotsystemsthroughtheCommunicatoragent.This agentreceivesthein-
formationaboutthe visible landmarksandobstaclesdetected,which is passedto the
appropriateagents(Map Manager andRescuer). This agentalsoreceivesbids for ac-
tions from theotheragentsandis responsiblefor determiningwhich oneto selectand
sendasthe Navigation system’s bid. The actionsrequiredmay be conflicting or not.
For instance,anagentrequiringthecamerato look behindandanotherrequiringit to
identify a new landmarkon the right, bid for conflicting actions,that is, actionsthat
cannotbe fulfilled at the sametime. On the contrary, an agentrequiringthe robot to
move forward, andan agentrequiring the camerato look behindmight be perfectly
non-conflicting.It canbeeasilyseenthat theconflictsoccurwhentheactionsrequire
the useof the sameresource(robot motion or cameracontrol). Thus,the requestfor
actionswill beseparatelytreateddependingon theresourcerequired:Mo v e andStop

actionson oneside,andLo ok actionson theother. TheCommunicatoragentreceives
the bids for the two differenttypesof actions,andselectsthe moving actionwith the
highestbid andthe looking actionwith the highestbid. The resultingtwo action-bid
pairsaresentto thePilot andVision system,respectively. This agentwaitssometime
beforeprocessingthereceivedbids,sothatall theagentshavetimeto sendtheirbids.If,
duringthis time window, anagentsendsmorethanonebid for thesametypeof action,
it replacesthepreviously sentbid. Whenthetime window expires,theCommunicator
processesall thereceivedbidsanddeterminesthewinners.

As alreadymentioned,thebiddingmechanismimplementsa competitivecoordina-
tion mechanism.Thismechanismhasproblemswith selfishagents.Theproblemarises
when thereis one(or more)agentsthat alwaysbids very high so that it wins all the
bids,thus,not letting theotheragentshaving their actionsexecuted.In this case,there
is no coordinationat all betweenthe agents,andit is very difficult, if not impossible,
to achieve thegoalof reachingthetargetdestination.For instance,if we settheTarget
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Tracker to bid alwayshigherthanthePilot system,therobotwouldnotbeableto avoid
any obstacle,andwould getstuckif any wasencountered.To avoid suchproblem,the
agentsandsystemsshouldbid rationally, that is, bidding high only when the action
is found to be the mostappropriatefor the currentsituation,andbidding low whenit
is not clearthat theactionwill help,giving theopportunityto otheragentsto win the
bid. Thus,specialattentionmustbepayedwhendesigningtheagentsandtheir bidding
functions.

To solve this problemwe could usea moreeconomicview of thebiddingmecha-
nism,assigninga limited creditto eachagent,andallowing themto bid only if they had
enoughcredit. With this new systemthereshouldalsohave to bea way to reward the
agents.If not, they would run out of creditaftersometimeandno agentwould beable
to bid. However, we facethecreditassignmentproblem,thatis, decidingwhento give
a rewardandwhich agentor setof agentsdeserve to receive it. This problemis very
commonin multiagentlearningsystems,especiallyin ReinforcementLearning,and
thereis not a generalsolutionfor it. Eachsystemusesanadhocsolutionfor the task
beinglearned.Otherpossiblesolutionswould beto have a mechanismto evaluatethe
biddingof eachagent,assigningthemsucceedingor failing bids,or somemeasureof
trust,in orderto take or not take into accounttheir opinions.However, we would have
againthe credit assignmentproblem. Thus,in the multiagentsystemreportedin this
thesiswe have designedthe agentsso that they bid rationally, leaving the exploration
of theseevaluationmechanismsasa line of futureresearch.

4.4.6 Agentscodeschemas

In this sectionwe presentthe code schemasfor the agentsMap Manager, Target
Tracker, RiskManager andRescuer, andalsofor thePilot system.Theschemashave
someparameters,suchasthetargetthathasto bereached,its initial heading,andsome
otherparticularparametersfor eachagent(biddingfunctionparameters,thresholds...).
Theseparticularparametersdefinethebehavior of theagents,andthereby, theoverall
behavior of the robot. Varying the valuesof the parameters,we may obtainbetteror
worst navigationperformances,andwe mayalsoadjustthe conservativenessor riski-
nessof therobot.Thus,appropriatelytuningtheseparametersis very important.In the
next chapterwe explore the useof learningtechniquesin orderto do suchparameter
tuning.

Whendescribingthealgorithmschemas,thespeechactswill appearasexpressions
in a KQML-style language[26]. Agentsrefer to themselvesby the specialsymbol
“self”. Whenreferringto all theagentsof thesociety, they usethesymbol“all”.

Agentshaveahybridarchitecture.Wewill usethefollowing constructto modelthe
reactivecomponentof agents:

On conditiondo action

Whenever the condition holds (typically an illocution arriving to the
agent), the action is executed immediately. The illocutions used by the
agents are the following: ask ( ask ing ag ent; ask ed ag ent; q uestion ) and
inf or m ( inf or ming ag ent; inf or med ag ent; inf or mation ) .
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SystemPilot(� ,max dist not looking,exp) =

Begin deliberative
Repeat

inform(self,VisionSystem,odometricinformation)
h avoid,� i := avoid obstaclesof Visual Memory()
If avoid then inform(self,Coord,f (Mo v e ( � ) ; � ) g )

inform
�

self,Coord;

n�

Lo ok (0) ;

�

dist since last look

max dist not look ing

�

exp

�o�

Until
End deliberative

Begin reactive
On bumpersactivedo

backup safedistance()
h obstacledetected,L

1

; L

2

i := updateVisual Memory()
If obstacledetectedthen inform(self,NavigationSystem,obstacle(L

1

; L

2

))

On inform(VisionSystem,self,currentview(CV) do
h avoid,� i := avoid obstacles(CV)
If avoid then inform(self,Coord,f (Mo v e ( � ) ; � ) g )

End reactive

End system
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SystemNavigationSystem(�; � ; �

1

; �

2

; �; Æ ; 


A

; 


B

; 


r

; I

a

; ! ) =

Agent MM() =

Begin reactive
On inform(CO,self,currentview(CV)) do

updatemap(CV)

On inform(CO,self,obstacle(L

1

; L

2

)) do
updateobstacle(L

1

; L

2

)

On ask(X,self,position-landmark?(L )) do
h � ; �

�

; d; �

d

i := computelandmarkposition(L)
inform(self,X,position-landmark(L; � ; �

�

; d; �

d

))

On ask(X,self,position-landmarks?(L

1

; L

2

)) do
h �

1

; �

�

1

; d

1

; �

d

1

i := computelandmarkposition(L

1

)
h �

2

; �

�

2

; d

2

; �

d

1

i := computelandmarkposition(L

2

)
inform(self,X,position-landmarks(L

1

; �

1

; �

�

1

; d

1

; �

d

1

; L

2

; �

2

; �

�

2

; d

2

; �

d

2

))

On ask(X,self,landmarks-quality?)do
hj A j ; j B j ; q

A

; q

B

i := computelandmarksquality()
inform(self,X,landmarks-quality(j A j ; j B j ; q

A

; q

B

))

On ask(X,self,diverting-target?(L)) do
h T ; L

l

; L

r

; � ; ty pe i := computediverting target(L)
If type=landmarkthen

inform(self,X,diverting-target(T))
elseif type=edgethen

inform(self,X,diverting-edge(L

l

; L

r

))
elseif type=directionthen

inform(self,X,diverting-direction(� ))
elseif type=failedthen

inform(self,X,diverting-target-failed)
End reactive

End agent
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Agent TT(�; � ; �

1

; �

2

; �; Æ ) =
Begin deliberative

target set:= false
initial target reached:= false
Repeat

If target setthen
If target type= landmarkthen

ask(self,MM,position-landmark?(target))
else

ask(self,MM,position-landmarks?(E L

l

,E L

r

))
endif

endif
Until initial target reached

End deliberative

Begin reactive
On inform(RE,self,initial-target(T))do

target set:= true
target type:= landmark
initial target:= T
target:= initial target

On inform(RE,self,target(T))do
target type:= landmark
target:= T

On inform(RE,self,target(L

l

,L

r

)) do
target type:= edge
h E L

l

; E L

r

i := h L

l

; L

r

i

On inform(MM,self,position-landmark(target,� ; �

�

,dist,�

dist

)) do
I

a

:= (

�

�

2 �

)

�

inform(self,all,imprecision(I

a

))

inform(self,CO,f (Mo v e ( � ) ; �

1

(1 � ( I

1 =�

a

))) ; (Lo ok( � ) ; �

2

sin ( � I

a

)) g )
[min,max] := f dist g

�

at target:= max � Æ *bodyshape
If at targetthen inform(self,all,at-target(target))
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On inform(MM,self,position-landmarks(E L

l

; �

l

; �

�

l

; d

l

; �

d

l

;

E L

r

; �

r

; �

�

r

; d

r

; �

d

r

)) do

I

l

a

:= (

�

l

�

2 �

)

�

I

r

a

:= (

�

r

�

2 �

)

�

I

a

:= max ( I

l

a

; I

r

a

)

anglemove:= ( �

l

+ �

r

) = 2

If I

l

a

> I

r

a

then anglelook := �

l

elseanglelook := �

r

inform(self,all,imprecision(I

a

))

inform(self,CO,f (Mo v e ( ang l e mov e ) ; �

1

(1 � ( I

1 =�

a

)))

(Lo ok ( ang l e l ook ) ; �

2

sin ( � I

a

) ) g )
edgecrossed:= checkedgecrossed(�

l

; �

r

)
If edgecrossedthen inform(self,all,edge-crossed(E L

l

,E L

r

))

On inform(self,self,at-target(initial target))do
initial target reached:= true

End reactive
End agent
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Agent RM(


A

; 


B

; 


r

) =

Begin deliberative
target set:= false
initial target reached:= false
Repeat

If target setthen
ask(self,MM,landmarks-quality?)

endif
Until initial target reached

End deliberative

Begin reactive
On inform(RE,self,initial-target(T))do

target set:= true
initial target:= T

On inform(MM,self,landmarks-quality(j A j ,j B j ,q

A

,q

B

)) do

R := 1 � min

�

1 ; q

A

�

j A j

6

�




A

+ q

B

�

j B j

6

�




B

�

If j A j < 6 then
inform(self,CO,f (Lo ok ( r andom ang l e

� �

�

�

4

; +

�

4

��

; 


r

R ) g )

elseif j B j < 6 then
inform(self,CO,f (Lo ok ( r andom ang l e

� �

+

�

4

; +

7 �

4

��

; 


r

R

2

) g )

endif

On inform(TT,self,at-target(initial target))do
initial target reached:= true

End reactive

End agent
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Agent RE(I

a

; ! ) =
Begin reactive

On inform(CO,self,new-target(T))do
initial scan()
inform(self,all,initial-target(T))

On inform(CO,self,Blocked)do
ask(self,MM,diverting-target?(initialtarget))

On (inform(TT, self, imprecision(I
a

)) and ( I

a

> I

a

) ) do
ang l e := compute scan ang l e ()

If scan f inished ( ang l e ) then
ask(self,MM,diverting-target?(initial target))

else
inform(self,CO,f (Stop ; ! ) ; (Lo ok ( ang l e ) ; ! ) g )

On inform(TT,self,at-target(T)) or inform(TT,self,edge-crossed(L

l

; L

r

)) do
target:= initial target
inform(self,all, target(target))

On inform(MM,self,diverting-target(T)) do
inform(self,all, target(T))
target:= T

On inform(MM,self,diverting-edge(L

l

; L

r

)) do
inform(self,all, target(L

l

; L

r

))

On inform(MM,self,diverting-direction(� )) do
inform(self,all, target(fake target))
inform(self,CO,f (Mo v e ( � ) ; ! ) g )

End reactive

End agent

End system



56 Chapter 4. The Robot Architecture

4.5 Futur e Work

Weshouldexplorethefeasibilityof usinganeconomicview of thebiddingmechanism,
asmentionedin Section4.4.5,andanalyzehow to solve thedifficult problemof credit
assignment.

The designof eachoneof the agentsof the Navigation systemshouldbe revised
accordingto theresultsobtainedthroughtheexperimentation.Thisrevisioncouldrange
from simpletuningof someof theagents’behavior to theinclusionof new agents.Some
of this changeswill be discussedin Chapter6, devotedto the experimentationwith a
realrobot.


