
Chapter 3

Mapping and Navigation

As alreadymentioned,the taskthe robothasto performis to navigatethroughan un-
known unstructuredenvironmentand reacha target landmarkspecifiedby a human
operator. This task is not easyto solve, sinceit hasto be carriedout in a complex
environment,andthe target canbe occludedby otherobjects.Purelyreactive robotic
systemswould have problemstrying to accomplishthis task,sincethey do not build
any modelof the environment. If the targetwerelost, it would be difficult to recover
its visibility andcontinuethenavigationtowardsit. For this reason,wethoughtthatthe
robotshouldbuild a mapof theenvironmentin orderto navigatethroughit. Theinfor-
mationstoredin themapmustpermit therobotto computeits location,thelocationof
thetarget,andhow to get to this target. Althoughtheobjectiveof this PhDthesisis to
developa navigationsystemfor indoorenvironments,we have useda maprepresenta-
tion that alsoworks outdoors,sincethis is the next milestoneof the project in which
we areinvolved. Thus,insteadof usinga grid-basedapproach,the mostwidely used
approachfor indoor environments,we have useda topologicalone,mostappropriate
alsofor outdoors.

Our approachis basedon the model proposedby Prescottin [55]. The princi-
plesunderlyingthis modelareinspiredby studiesof animalandhumannavigationand
wayfindingbehavior. Thismodel,calledbeta-coefficientsystem, doesnotonlydealwith
how to representtheenvironmentasa map,but alsoaddsa mechanismfor computing
the locationof landmarkswhenthey arenot visible, basedon therelative positionsof
thelandmarks.Thismechanismis whatwehaveusedto providetherobotwith orienta-
tion sense,sinceit capturestherelationshipamongdifferentplacesof theenvironment.
Therobotmakesuseof thisorientationsenseto computethelocationof thetargetwhen
it is occludedby otherobjectsor obstacles.

In this chapterwe firstly describehow Prescott’s modelworks whenthe robot is
ableto haveexactinformationaboutits environment,andthenweexplainhow wehave
extendedit to work with impreciseinformation. We also describethe methodused
for dividing the environmentinto appropriatetopologicalregions,andfinally how the
topologicalmapis usedto navigatethroughtheenvironment.
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Figure3.1: Possiblelandmarkconfigurationandpointsof view. LandmarksA, B, C
andT arevisible from viewpoint V . Only landmarksA , B andC are visible from
viewpoint V

0

3.1 Beta-coefficientSystem

The ideabehindPrescott’s model is to encodethe locationof a landmark(which we
referto astarget– not to confusewith thetargetor goalof theNavigationsystem)with
respectto the locationof threeother landmarks.Having seenthreelandmarksanda
target from a viewpoint (e.g.,landmarksA , B and C andtarget T from viewpoint V ,
in Figure3.1),thesystemis ableto computethetarget’spositionwhenseeingagainthe
threelandmarks,but not thetarget,from anotherviewpoint (e.g., V

0 ). A vector, called
the � -vectorof landmarksA, B, C andT, is computedas
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It shouldbe notedthat, althoughPrescott’s systemworks with Cartesiancoordi-

nates,onceall thecomputationshave beendone,theresultingtarget’s locationis con-
vertedto polarcoordinates,since,aswill beseenin next chapters,this is thecoordinate
systemthatusestheNavigationsystem.

This methodcanbeimplementedwith a two-layerednetwork. Eachlayercontains
a collectionof units, which canbe connectedto units of the other layer. The lowest
layerunitsareobject-units, andthey representthelandmarkstherobothasseen.Each
timetherobotrecognizesanew landmark,anew object-unitis created.Theunitsof the
highestlayerarebeta-unitsandthereis onefor each� -vectorcomputed.

Whentherobothasfour landmarksin its viewframe,it selectsoneof themto bethe
target,anew beta-unitis created,andthe � -vectorfor thelandmarksis calculated.This
beta-unitwill beconnectedto the threeobject-unitsassociatedwith the landmarks(as
incomingconnections)andto the object-unitassociatedwith the target landmark(as
an outgoingconnection).Thus,a beta-unitwill alwayshave four connections,while
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anobject-unitwill haveasmany connectionsasthenumberof beta-unitsit participates
in. An exampleof thenetwork canbeseenin Figure3.2b. In this figure therearesix
object-unitsandthreebeta-units.The notationABC/D is understoodasthe beta-unit
thatcomputesthelocationof landmarkD whenthelocationsof landmarksA, B andC
areknown.

This network hasa propagationsystemthat permitsthe robot to computethe lo-
cationof non-visiblelandmarks.It works asfollows: whenthe robotseesa groupof
landmarks,it activates(setsthevalue)of theassociatedobject-unitswith theegocentric
locationsof theselandmarks.Whenan object-unitis activated,it propagatesits loca-
tion to thebeta-unitsconnectedto it. On theotherhand,whena beta-unitreceivesthe
locationof its threeincomingobject-units,it getsactive andcomputesthe locationof
thetargetit encodesusingits � -vector, andpropagatestheresultto theobject-unitrep-
resentingthe target. Thus,anactivationof a beta-unitwill activateanobject-unitthat
canactivateanotherbeta-unit,andsoon. For example,in thenetwork of Figure3.2b,
if landmarksA, B andC arevisible, their object-unitswill be activatedandthis will
activatethebeta-unitABC/D, computingthelocationof D, whichwill activateBCD/E,
activatingE, andcausingBDE/Falsoto beactivated.In thiscase,knowing thelocation
of only threelandmarks(A, B andC), thenetwork hascomputedthe locationof three
morelandmarksthatwerenot visible (D, E andF). Thispropagationsystemmakesthe
network computeall possiblelandmarks’locations.Obviously, if a beta-unitneedsthe
locationof a landmarkthat is neitherin the currentview nor activatedthroughother
beta-units,it will not getactive.

This propagationsystemaddsrobustnessto the computationof non-visibleland-
marks,sincealandmarkcanbethetargetof severalbeta-unitsatthesametime. Because
of imprecisionin theperceptionon landmarklocations,theestimatesof thelocationof
a targetusingdifferentbeta-unitsarenot alwaysequal.Whenthis happens,thediffer-
ent locationestimatesmustbecombined.Prescottusesthesizeof the � -vectorasthe
criterionto selectoneamongthem.A beta-unitwith asmaller� -vectoris moreprecise
thanthosewith larger � -vectors(see[55] for a detaileddiscussionon how to compute
theestimateerrorfrom thesizeof the � -vector).Thepropagationsystemdoesnotonly
propagatelocationestimates,but alsothesizeof thelargest� -vectorthathasbeenused
to computeeachestimate.Whena new locationestimatearrivesto anobject-unit,its
locationis substitutedwith thenew oneif thesizeof thelargest� -vectorusedis smaller
thanthatusedfor thelastlocationestimatereceived.

Thenetwork createdby objectandbetaunitscanbeconvertedinto a graphwhere
thenodesrepresenttriangularshapedregionsdelimitedby a groupof threelandmarks,
andthearcsrepresentpaths.Thesearcscanhave anassociatedcost,representinghow
difficult it is to move from oneregion to another. Althoughthearcsarecreatedimme-
diatelywhenaddinga new nodeto thegraph,thecostscanonly beassignedafter the
robot hasmoved(or tried to move) alongthe pathconnectingthe two regions. In the
casethepathis blockedby anobstacle,thearcis assignedaninfinite cost,representing
thatit is notpossibleto gofrom oneregionto theother. Thisgraphis atopologicalmap,
andwe call its nodestopological units. An exampleof how thetopologyis encodedin
a graphis shown in Figure3.2c.

This topologicalmapis usedwhenplanningroutesto thetarget. Sometimes,when
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Figure3.2: (a)Setof landmarks(b) associatednetwork (partialview) and(c) associated
topologicalmap

thepositionof the target is known, theeasiestthing to do is to move in a straightline
towardsit, but sometimesit is not (theroutecanbeblocked,thecosttoo high...).With
the topologicalmap,a routeto the target canbe computed.In Section3.4 a detailed
explanationon how to computeroutesto thetargetis given.

3.2 Extending Prescott’sSystem:Moving to Fuzzy

Thebeta-coefficient system,asdescribedby Prescott,assumesthat therobotcancom-
putethe positionof the landmarkswith small errors,in orderto createthe beta-units
andusethenetwork. But this is never the case:theVision systemprovidesthe robot
with inexactinformationaboutthelocationof landmarks.To work with this imprecise
informationwe usefuzzynumbers.

3.2.1 Fuzzy Numbersand FuzzyOperations

A fuzzy numbercanbethoughtof asa weightedinterval of realnumbers,whereeach
point of the interval hasa degreeof membership,rangingfrom 0 to 1 [7]. Thehigher
this degree,thehighertheconfidencethat thepoint belongsto thefuzzy number. The
function F

A

( x ) , calledmembershipfunction, givesusthedegreeof membershipfor x

in thefuzzynumberA .
Beforedefiningthearithmeticwith fuzzynumbers,wehaveto introducetheconcept
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3.2.2 Fuzzy Beta-coefficientSystem

To usethe beta-coefficient systemwith fuzzy numbers,we simply perform the cal-
culationsdescribedin the previous sectionusing the fuzzy operatorsdefinedabove.
However, becauseof thenatureof fuzzyoperators,somelandmarkconfigurationsmay
not be feasible(thematrix inversionusedfor computingthe � -vector– Equation3.1–
mayproducea divisionby 0), sonotall configurationscanbestoredin thenetwork.

Whenusingthenetwork to computethepositionof a landmark,we obtaina fuzzy
polarcoordinate( r ; � ) , wherer and� arefuzzynumbers,giving usqualitativeinforma-
tion aboutits location.An advantageof working with fuzzycoordinatesis thatit gives
us informationabouthow precisethe locationestimateis, sinceit representsthe loca-
tion notasacrispcoordinate,but asaspatialregionwherethelandmarkis supposedto
be.

Anotherdifferencewith Prescott’s modelis thecriterionusedto selectamongdif-
ferentestimatedlocationsfor the samelandmark. In our extendedsystem,insteadof
looking at the sizeof the � -vectors,we usethe imprecisionof the estimatedlocation
itself. Theimprecisionof a landmarklocation,I ( l ) , is computedby combiningtheim-
precisionin theheadingandin thedistanceasfollows. I

h

( l ) is theimprecisionin head-
ing, andit is definedby takingtheinterval correspondingto the70% � -cutof thefuzzy
numberrepresentingtheheadingto thelandmark(seeFigure3.3). This imprecisionis
normalizeddividing it by its maximumvalueof 2 � . Similarly, I

d

( l ) is theimprecision
in distance,and it is definedas the 70% � -cut of the fuzzy numberrepresentingthe
distance.It is normalizedby applyingthe hyperbolictangentfunction,which mapsit
into the [0 ; 1] interval. Finally, thetwo imprecisionsarecombinedaccordingto:
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where � weighsthe relative importanceof the two imprecisions,and � controlshow
quickly thetransformedI

d

approaches1. In ourexperiments,weset� = 1 and� = 0 : 2 .
Whenan object-unitreceivesa new locationestimate,it computesthe imprecisionof
this estimate,comparesit with the imprecisionof the currentlocation estimate,and
keepstheleastimpreciselocation.

3.3 Building the Map

In Section3.1 we mentionedthatwhentherobothasfour landmarksin its viewframe,
it createsa new beta-unitfor them. However, with four landmarks,therearefour can-
didatesto be the target of the beta-unit. Moreover, if the robot hasmore than four
landmarksin the viewframe,therearemany possiblebeta-unitsto be created.More
precisely, if thereare n visible landmarks,thereare

�

n

4

�

� 4 candidatesfor beingnew
beta-units.However, it is not feasibleto storethemall, firstly becauseof thehugenum-
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Figure3.3: Computationof theimprecisionof theheadingtowardlandmarkl asafuzzy
number

ber of combinations,andsecondly, andmoreimportant,becausesomeconfigurations
arebetterthanothers.Thus,someselectioncriterionmustbeused.

Beforedescribingthecriterionwehaveused,weexplainhow theobstaclesarerep-
resentedin themap.We differentiatetwo typesof obstacles:point obstaclesandlinear
obstacles.Point obstaclesarethosetherobotcaneasilyavoid by slightly modifying its
trajectory, sincethey donotcompletelyblock thepath.In our indoorenvironmentsuch
obstaclesareboxesandbricks. In outdoorenvironmentsthey could be small rocks,
trees,etc. Theseobstaclesdo not affect the global navigation,asthe Pilot cantackle
themalone,sotheNavigationsystemdoesnot take theminto accountandthey arenot
storedin themap.Ontheotherhand,linear obstaclesarelongobstaclesthatcompletely
block the pathof the robot. They canalsobe avoidedby the Pilot, but the trajectory
hasto be drasticallymodified. In our indoor environmentwe useseveral bricks to
form theseobstacles.In anoutdoorenvironmenttheseobstaclescouldbefences,walls,
groupsof rocks,etc. Sincetheseobstaclesdo highly affect the navigation task, they
have to berepresentedin themap,sothat they aretakeninto accountwhencomputing
routesto thetarget. The informationabouttheseobstaclesis storedon thearcsof the
topologicalmap.An arcis labelledwith aninfinitecostto indicatethatthereis anobsta-
cle betweenthetwo regionsconnectedby thearc. Notice thatwith this representation
we canonly representthoseobstaclesplacedalongtheline connectingtwo landmarks.
Althoughin ourexperimentswehavedesignedtheenvironmentssothatthey satisfythis
condition,the systemwould alsowork if it werenot satisfied.However, in this latter
case,theNavigationsystemcouldnot take all theobstaclesinto account,andthus,its
performancewould beworse.Thearcs’ labelsareupdatedwhenever thePilot system
informsaboutthepresenceof anobstaclebetweentwo landmarks.

Going back to the selectioncriterion, given a set of landmarks,for which their
location is known, we seekto obtain a set of triangularregions with the following
constraints:

� Low collinearity: thecollinearityof a region is computedas

C ol ( R ) = 1 �

�� 

(

�

3

)

3

(3.4)

where � , � and  arethe threeanglesof the triangularregion. Thebestquality
is associatedto equilatertriangles,where � = � =  =

�

3

, andhencetheir
collinearity is 0. Whenoneof the anglesis 0, landmarkswould be maximally
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collinearand C ol ( R ) = 1 . The higherthe collinearity, the higherthe error on
thecomputationof the � -vectorandlandmarklocations(see[55] for a detailed
explanation). Therefore,the regionswith lower collinearity arepreferred. For
example,in Figure3.4 thetwo regionson theright arepreferredover thetwo on
theleft, sincetheregionABD is too collinear.
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Figure3.4: Left: badsetof regions; region ABD is too collinear. Right: goodsetof
regions

� Connectivity: thesetof regionsmustbeconvertedinto agraphwith asinglecom-
ponent,sothatthereis apathbetweenany two nodesof thegraph.In Figure3.5,
thesetof regionson the left is not acceptable,sincetherearetwo disconnected
components,whereasin theseton theright all theregionsareconnected.
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Figure3.5: Left: badsetof regions; therearetwo disconnectedcomponents.Right:
goodsetof regions

� Convex hull covering: theregionsmustcover theconvex hull of thesetof land-
marks,sothattheenvironmentis representedcompletely, with no unrepresented
regions.In Figure3.6,theseton theleft is not acceptable,sincetheregionDFG
is not represented.
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Figure3.6: Left: badsetof regions;regionDFG is missing.Right: goodsetof regions
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� Nonoverlapping: theregionsshouldnotoverlapwith eachother. If thiswerethe
case,the robotcouldbe in morethanoneregion at thesametime, which could
causesomeproblemswhencomputingroutesto the target. For instance,if the
robotwerein theoverlappingareaof thetwo regions,it would make no senseto
orderthe robot to move from oneregion to the other, sinceit would alreadybe
insidebothregions,andtheorderwouldnot haveany effect. Moreover, if oneof
theoverlappingedgesis anobstacle,thepathfrom onesideof theadjacentregion
to theothersidewouldbeblocked,whichis obviouslyabadrepresentationof the
environment,sincethe robotmustbeableto move aroundthewholespaceof a
region. In Figure3.7, thesetof regionson the left is a badset,sincepartof the
obstaclebetweenlandmarksB andD lies inside the region ADC. In this case,
the associatedgraphwould have two nodes,ABD andACD, which would be
connected,sotherobotwould think thatit canmovefrom regionABD to region
ADC, but it wouldfind thepathblockedbecauseof theobstacle.

D
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A A

C C

obstacle

Figure3.7: Left: badsetof regions;theobstaclebetweenlandmarksB andD is inside
theregionACD. Right: goodsetof regions

� Keepobstacles: if anedgeof a region is markedasanobstacle,this edgemust
bekeptin themap,evenif it causestherobotto keephighcollinearregions.The
obstacleedgesaretheonly onesthatcannotberemovedfrom themap.If wedid
so, the informationaboutthe locationof obstacleswould be lost andwould not
betakeninto accountwhencomputingroutesto thetarget.

To computethe optimal setof regionsfor a given setof landmarks,we have de-
velopedan incrementalalgorithmthat treatslandmarksoneby oneto updatethemap.
However, the algorithmonly startsworking whenthe locationsof at leastfour land-
marksareknown, sincethis is the numberof landmarksneededto createa beta-unit.
With thesefour landmarks,the mappingalgorithm computesthe bestset of regions
accordingto the constraintsgiven above. Then,the restof visible landmarks,if any,
areaddedoneby oneto the alreadybuilt map. Whenaddinga new landmarkto the
map,two situationscanhappen:(1) the landmarkis insideanalreadyexisting region,
or (2) the landmarkis outsideany region. In the first case,the region containingthe
new landmarkis replacedby threenew regions(seeFigure3.8). In the secondcase,
all thepossiblenew regionsarecreated(seeFigure3.9). No matterthesituationof the
landmark,oncethenew regionshave beencreated,thealgorithmchecksif the result-
ing mapis still optimal. This optimizationconsistsof analyzingeachpair of adjacent
regionsandcheckingif their configurationis optimalaccordingto theconstraints.If it
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finds that someregionscould be changedso that a betterconfigurationis obtained,it
doesso.An exampleof thisstepby stepupdatingis shown in Figure3.10.
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Figure3.8: Addinganew landmark(D) locatedinsideanexistingregion(ABC) result-
ing in thesubstitutionof theoriginal region for threenew regions(ABD,ACD,BCD)
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Figure3.9: Addinganew landmark(D) locatedoutsideany existingregionresultingin
theadditionof two new regions(ACD,BCD)

Oncethesetof regionsis computed,new betaandtopologicalunitscanbecreated.
For eachnew regionabeta-unitis createdfor eachregionadjacentto it, takingthethree
landmarksof thefirst regionastheencodinglandmarks,andthelandmarkof thesecond
region that is not in thefirst oneasthetarget. In otherwords,for eachpair of adjacent
regions, two “twin” beta-unitsarecreated.An examplecanclarify this explanation:
with theregionsABC andACD shown ontheright in Figure3.4,thebeta-unitsABC/D
andACD/B wouldbecreated.Onetopologicalunit is alsocreatedfor eachnew region,
andthe graphis updatedaccordingto the adjacency of regions. Initially, the arcsare
labelledwith a default costof 1, andthey arechangedto 1 whenever an obstacleis
detected.The topologicalunits correspondingto regionsthat arenot usedany more
areremoved from the graph. However, beta-unitsarenever removed,sincethey add
robustnessto thesystem,asin Section3.1.

Thistriangulationalgorithmneedsthelocationof thelandmarksto beknown(either
recognizedby theVisionsystemor computedby thebeta-coefficientsystem).However,
notall landmarklocationscanalwaysbeknown. Thealgorithmonly takesinto account
thoselandmarkswhoselocationsareknown. This ensuresthat thefive constraintsex-
plainedabovearesatisfiedonly for thelocatedlandmarks.Whenoneof theunlocated
landmarksis seenor computed,someconstraintsmight becomeunsatisfied.Whenever
any constraintis broken,themapis rebuilt in orderto satisfyagainall theconstraints.
This constraintbreakcanalsobecausedby thefuzzinessof the locations.Becauseof
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Figure3.10:Addinganew landmark(E) into amapwith two regions(ABD andBCD):
first, region ABD is substitutedfor threenew regions (ABE,ADE,BDE); after that,
optimizationfor regionsBCD andBDE is performedandthey aresubstitutedfor the
new regionsBCE andCDE

the imprecisionof the locations,the mapcansuddenlybe breakingsomeof the con-
straints.To avoid having aninconsistentmap,every oncein a while thesatisfactionof
theconstraintsis checked,and,if needed,themapis rebuilt.

3.4 Navigating Thr ough the Envir onment

Thebeta-coefficient systemdescribedabove providesthemeansfor computingthelo-
cationof a targetevenif it is notvisible. This is veryusefulif therobotis navigatingin
anenvironmentwith a high densityof landmarksandobstaclesthatoccludethetarget.
In this case,therobotis ableto go towardsthetargetby seeingotherlandmarks.How-
ever, in somecasestheobstaclesmight beblockingthedirectpathto thetarget. In this
case,knowing thelocationof thetargetis not enoughandanalternative routeto reach
it mustbecomputedusingthetopologicalmap.

Althougharouteconsistsof asequenceof regionstherobotshouldnavigatethrough
in orderto reachthe target,only thefirst region is taken into account.The reasonfor
doing so is that sincethe environmentis never fully known, the robot cannotcommit
to a given routebecauseit might encounternew landmarksandobstaclesthat would
changetheshapeof themap,andpossibly, therouteto thetarget.Therefore,hereafter,
insteadof talking aboutroutes,we will talk aboutdivertingtargets.A divertingtarget
canbe: (1) anedgebetweentwo landmarks,which therobothasto crossin orderto go
from oneregionto another, or (2) asinglelandmarkto whichtherobothasto approach.

When the systemis asked for a diverting target in order to reachanothertarget,
it first finds out in which region the robot is currently located,usingthe information
aboutthelandmarkswhoselocationis known. This region will bethestartingnodeon
the topologicalmap. The shortestpathfrom this nodeto any of the nodescontaining
the target landmark(a landmarkcanbe componentof several topologicalregions) is
computed.The edgeconnectingthe currentregion with the next oneon the shortest
pathwill bethedivertingtarget. Theedgeis givenasa pair of landmarks,onethathas
to be kept on the left handsideof the robot andanotherto be kept on the right hand
side,so therobotknows which way theedgehasto becrossed.An exampleis shown
in Figure3.11.In this case,therobotis in regionABC, thetargetis G, andtheshortest
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Figure3.11:Divertingtargetcomputation

path to the target would be f ABC,ABD,BDE,BEF,EFGg . Thus, the diverting target
would betheedgeAB.

However, it could happenthat thereis no suchshortestpath. The casesin which
suchpathdoesnot exist arethefollowing:

� Therobotis not in any topologicalregion.

� Thecostof theshortestpathis infinite. Thismeansthatthepathis blockedby an
obstacle,soit is not a valid path.

� Thetargetis not foundin any topologicalregion.

To solve thefirst two cases,themaphasto beenlargedwith virtual regionsthrough
which the robot cannavigate. The ideais to let the robot move in an unknown area
outsidethemap.Thevirtual regionsarebuilt by placingsomevirtual landmarksaround
the existing map, and creatingthe appropriateregions using the samealgorithm as
describedin the previous section. An exampleof thesevirtual regionsis depictedin
Figure3.12. To forcetherobot to useregionsof theoriginal map,thearcsconnecting
virtual regionsarelabelledwith a high cost(thoughnot infinite), so that they areused
only if it is absolutelynecessary. With thisenlargedmap,theshortestpathis computed
again.However, it canbethattheedgeto becrossedcontainsonevirtual landmark.In
thiscase,theedgecannotbegivenasthedivertingtarget,sincethevirtual landmarksdo
not exist on therealenvironmentandcannotbetracked. In this situation,thedirection
to themiddlepointof theedgeis computedandgivenasthedivertingtarget.Weassume
thatthereis alwayssomefreespacearoundtheexploredarea,sothattheregionscreated
with thevirtual landmarkscanbetraversed.

In the casethe target is not in any topologicalregion, thereis no way to compute
which shouldbethenext region to visit, sincethereis no destinationnode.Whenthis
happens,thediverting target is setto any of thevisible landmarks,hopingthaton the
way to this diverting target, the map is updatedand the target for which a diverting
targethasbeencomputedis incorporatedinto it.
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original map

enlarged map

Figure3.12:Enlargingthemapwith virtual regions(dottedlines)

3.5 Futur e Work

Although theextensionof Prescott’s method,togetherwith thealgorithmsto compute
divertingtargets,is enoughfor permittinga robotbuild a mapandnavigatethroughan
unknown environment,we would like to explore othermappingmethods,so that the
combinationof thedifferentmethodsaddsrobustnessto theNavigationsystem.With
thecurrentmappingmethod,therobotneedsto seeat leastthreelandmarksin orderto
beableto usetheinformationstoredin themap.We would like to developsomeother
mappingmethodsto copewith thesituationsin which therobothasvery little informa-
tion (i.e. lessthanthreelandmarks).Thesemethodswould be even morequalitative
thanour fuzzyextensionof Prescott’smethod.We could,for example,look at thefield
of SpatialCognition,which workswith spatialrelationshipssuchas“landmarkX is at
theleft handsideof theline connectinglandmarkY andlandmarkZ”.


