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Abstract| A novel approach to texture segmentation

which uni�es region and boundary information is presented.

The algorithm uses a coarse detection of the texture bound-

aries to initialize a set of active regions. Therefore, the ini-

tial unsupervised segmentation problem is transformed to

a supervised one, which allows us to accurately extract re-

gion and boundary information. Then, the regions compete

for the image pixels in order to segment the whole image

taking into account both information sources. The method

is implemented on a multiresolution representation which

ensures noise robustness as well as computation eÆciency.

Experimental results prove the performance of the proposed

method.

Keywords| Texture segmentation, region-based segmen-

tation, boundary-based segmentation, active region model.

I. Introduction

Texture is a fundamental characteristic of natural images

that, in addition to color, plays an important role in hu-

man visual perception and provides information for image

understanding and scene interpretation.

The aim of texture segmentation, the problem considered

in this paper, is the domain-independent partition of the

image into a set of regions, which are visually distinct and

uniform with respect to textural properties. Image segmen-

tation methods are based on two basic properties of the pix-

els in relation to their local neighbourhood: discontinuity

and similarity. Methods which are based on some discon-

tinuity property are called boundary-based methods and

their objective is to accurately extract the borders between

texture regions in an image. Whereas, methods based on

some similarity property, called region-based methods, try

to part the image into a number of regions such that each

region has the same textural properties.

In the task of segmentation of some complex pictures,

such as outdoor and natural images, it is often diÆcult to

obtain satisfactory results using only one approach of image

segmentation. With the aim of improving the segmentation

process, a large number of new algorithms which integrate

region and boundary information have been proposed over

the past few years. Although it is assumed that integration

of both methods yields to get complementary information

and, therefore, has long been a highly desirable goal [1],

it becomes a non-trivial task due to the con
icts and in-

commensurate objectives it involves. Besides, the texture

is generally forgotten as basic feature in the majority of
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these proposals, probably due to the diÆculty of obtaining

accurate boundary information when texture, which is a

non-local image property, is considered.

In this paper we propose a new segmentation which inte-

grates region and boundary information. Taking as a basis

a previously developed segmentation algorithm [2], we have

used the main contours of the image to adequately place

the seeds in order to initialize the region models. Hence,

the knowledge of the region's characteristics allows us to

transform the initial unsupervised segmentation problem

to a supervised way, in which region information is de�ned

and accurate texture boundaries are extracted to provide

the boundary information. Then, as these regions grow,

they compete for the pixels of the image by using a de-

cision criterion which ensures the homogeneity inside the

region and the presence of edges at its boundary; �nally,

the method has been implemented on a multiresolution rep-

resentation which allows us to re�ne the region boundaries

from a coarse to a �ner resolution.

The remainder of this paper is structured as follows: the

related work concludes this introduction. Section II de-

scribes the proposed region segmentation technique, de-

tailing the placement of the starting seeds, the de�nition

of region and boundary information and the growing of the

active regions. The multiresolution representation is pre-

sented in Section III, while experimental results proving

the validity of our proposal appear in Section IV. Finally,

conclusions are given in Section V.

A. Related Work

There is a large body of work on the fusion of region and

boundary information in order to perform the image seg-

mentation [3]. Although the textural properties are gener-

ally not considered, there are some relevant exceptions and

this tendency seems to be changing in last years.

In [4], Philipp and Zamperoni proposed an image seg-

mentation algorithm which starts with a high-resolution

edge detection. Then, the boundaries are checked to dis-

tinguish between true and false contours by analyzing the

texture characteristics at both sides of the contour in or-

der to decide whether to suppress or prolong the bound-

ary. A key work in multiresoltion strategy was developed

by Wilson and Spann [5]. Their strategy uses a quadtree

method using classi�cation at the top level of the tree, fol-

lowed by boundary re�nement. A non-parametric cluster-

ing algorithm is used to perform classi�cation at the top

level, yielding to an initial boundary, followed by down-



ward boundary estimation to re�ne the result. Following

the multiresolution scheme, Hsu et al. [6] described in 2000

a texture segmentation algorithm, which uses a coopera-

tive algorithm within the Multiresolution Fourier Trans-

form (MFT) framework.

The most closely related work with this paper can be

found in [7], where a supervised texture segmentation al-

gorithm which uni�es region and boundary-based informa-

tion into a geodesic active region is proposed. However,

this proposal is designed for supervised scenarios, where

the occurring texture classes are known. So, an o�-line

step which creates multi-component probabilistic texture

descriptors for the given set of texture patterns is required.

II. Active Region Segmentation

Recently, the concept of active regions as a way to com-

bine the region and boundary information has been intro-

duced. This model is a considerable extension on the active

contour model since it incorporates region-based informa-

tion with the aim of �nding a partition where the interior

and the exterior of the region preserve the desired image

properties. The underlying idea is that the region moves

through the image (shrinking or expanding) in order to

contain a single, whole region.

The main contributions of our proposal are:

� Unsupervised region initialization: the seeds which allow

us to initialize the statistical measurements which model

the regions are automatically placed from a coarse bound-

ary detection. Hence, it is not necessary user intervention

or a previous learning phase.

� Integration of region and boundary information: the re-

gions model allow to extract region and accurate boundary

information, which are incorporated into the energy func-

tion.

A. Initialization

To obtain a sample of each region large enough to statis-

tically model its behaviour, initial seeds have to be placed

completely inside the regions. Boundary information al-

lows us to extract these positions in the \core" of the re-

gions by looking for places far away from the contours.

The problem of texture edge detection is considered as

a classical edge detection scheme in the multidimensional

set of k texture features which are used to represent the

region characteristics [8]. So, boundaries of homogeneously

textured regions are de�ned to be located where sudden

changes in local texture characteristics occur. Nevertheless,

as is well known, texture is an inherently non-local image

property. All common texture descriptors, therefore, have

a signi�cant spatial support which renders classical edge

detection schemes inadequate for the detection of texture

boundaries. Hence, the result of this simple method are

inaccurate and thick contours. However, this information

is enough to perform the seed placement according to the

algorithm proposed in [2], in which seeds are placed in zones

free of contours or, in other words, the \core" of the regions.

Each region is modeled by a multivariate Gaussian dis-

tribution, so the mean vector and the covariance matrix,

which are initialized from the seeds, describe the homo-

geneity region behaviour. From this point, we have trans-

formed the considered problem of unsupervised segmen-

tation to a supervised way, in which the characteristics of

the regions are known a priori. Hence, it will be possible to

make use of this knowledge to carry out the segmentation

process and to accurately extract texture boundaries.

B. Region and Boundary Texture Information

The region information measures the homogeneity of the

pixels into a texture region. The probability of a pixel j

characterized by the texture features �!xj of belonging to a

region Ri is

PH(
�!xj jRi) =

1
p
(2�)k j�ij

expf�
1

2
(�!xj �

�!�i)
T��1i (�!xj �

�!�i)g

(1)

where �!�i is the mean vector of the region i and �i its

covariance matrix. The background is treated as a single

region having uniform probability distribution P0.

It is well know that the extraction of boundary informa-

tion for textured images is a very tougher task. On the

other hand, human performance in localizing texture edges

is excellent, if (and only if) there is a larger patch of texture

on each side available. Hence, as Will et al. [9] noted, tex-

ture model of the adjacent textures are required to enable

precise localization. The previous initialization step of the

regions model allows to dispose of this required knowledge.

We shall consider that a pixel constitutes a boundary

between two adjacent regions, A and B, when the textu-

ral properties at both sides of the pixel are di�erent and

�t with the models of both regions. Textural features are

computed at both sides (we will refer one side as m and

its opposite as n) obtaining the feature vectors �!xm and
�!xn. Therefore, PH (

�!xmjA) is the probability that the fea-

ture vector obtained in the side m belongs to region A,

while PH(�!xnjB) is the probability that the side n corre-

sponds to region B. Hence, the probability that the con-

sidered pixel is boundary between A and B is equal to

PH(
�!xajA) � PH(

�!xbjB). We consider four possible neigh-

borhood partitions (the vertical, the horizontal and the

two diagonals) as is showed in Fig. 1. So, the correspond-

ing probability of a pixel j to be boundary, PB(�!xj ), is the

maximum probability obtained on the four possible parti-

tions.

C. Active Region Growing

The goal of image segmentation is to partition the image

into subregions with homogeneous properties in its interior

and a high discontinuity with neighbouring regions in its

boundary. With the aim of integrating both conditions in

an optimal segmentation, the global energy is de�ned with

two basic terms. Boundary term measures the probability

that boundary pixels are really edge pixels. Meanwhile,

region term measures the homogeneity in the interior of

the regions by the probability that these pixels belong to

each corresponding region.
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Fig. 1. Texture boundary information extraction. Textural features
at both sides of the pixel are computed and compared with models
of adjacent textures.

Some complementary de�nitions are required: let �(R) =

fRi : i�[0; N ]g be a partition of the image into fN+1g non-

overlapping regions, where R0 is the region corresponding

to the background region. Let @�(R) = f@Ri : i�[1; N ]g be

the region boundaries of the partition �(R). The energy

function is de�ned as

E(�(R)) = (1� �)
PN

i=1 PB(
�!xj : j�@Ri))

+�
PN

i=0 PH (
�!xj : j�Rij(�i;�i))

(2)

where � is a model parameter weighing the two terms:

boundary probability and region homogeneity. This func-

tion is then optimized by a greedy algorithm which takes

into account the neighbouring pixels to the current region

boundaries @�(R) to determine the next movement. Con-

cretely, a region aggregates a neighbouring pixel when this

new classi�cation improves the energy of the segmentation.

Intuitively, all regions begin to move and grow, compet-

ing for the pixels of the image until an energy maximum is

reached. When the maximization process �nishes, if there

is a background region R0 not occupied by any seed re-

gions, a new seed is placed in the background, and the

energy maximization starts again.

III. MultiResolution Implementation

In order to further reduce the computational cost, a mul-

tiscale representation [5] is proposed which can be com-

bined with the active region segmentation. Speci�cally, a

pyramid of images at di�erent scales is built upon the full

resolution image. At lowest resolution level, the seeds are

placed and start to compete for the image, obtaining a �rst

segmentation result. This multiresolution structure is then

used according to a coarse-to-�ne strategy which assumes

the invariance of region properties over a range of scales.

Speci�cally, a boundary region is de�ned at coarsest level

and then, at successive levels, the pixels not classi�ed as

boundary are used to initialize and model the regions. Fur-

ther, segmentation by active region is performed to re�ne

the candidate boundary by a factor of two using the mul-

tiresolution structure. As a result, the boundaries of the

full image size are produced at the �nest resolution.

Furthermore, the use of a multiresolution representa-

tion allows us to avoid the over-segmentation problems

produced by the presence of noise in images. An initial

coarse region segmentation is performed on a lower resolu-

tion achieving the e�ect of smoothing. Hence, the use of a

multiresolution technique ensures noise robustness as well

as computation eÆciency.

IV. Experimental Results

The described segmentation method can be performed

over any set of textural features. Much of the texture seg-

mentation work has concentrated on extracting features

that are suitable for texture modeling. The result of com-

paring the relative merits of the di�erent types of fea-

tures have been nonconclusive and a clear winner has not

emerged in all cases. For the experimental trials showed

in this paper we used the co-occurrence matrices proposed

by Haralick et al. [10]. Two of the most typical features,

contrast and homogeneity, are computed for distance one

and for 0Æ,45Æ,90Æ and 135Æ orientations to constitute a

8-dimensional feature vector.

The performance of our proposal has been evaluated over

a set of three mosaic images created by assembling four

subimages of size 128 � 128 of natural textures (see �rst

row of the Fig. 2). Mosaic M1 contains (clockwise from

the top left corner) water, red crop, green crop, and light

green crop; M2 contains cage, wall, forest, town; �nally

M3 contains bushes, forest, long grass, grass. The segmen-

tation results are showed in the second row of the Fig. 2.

In order to evaluate the results, we use the quality pa-

rameters (region-based and boundary-based) proposed by

Huang and Dom [11]. Two distance distribution signatures

are used to measure the boundary quality, one from ground

truth to the estimated, denoted by DB
G , and the other from

the estimated to ground truth, denoted by DG
B . Instead, a

region-based performance measure p based on normalized

Hamming distance is de�ned. Moreover, two types of er-

rors are de�ned: missing rate emR and false alarm rate e
f

R.

Table I shows the obtained quantitative results for each

quadrant of the three mosaics. Quantitative results suc-

cessfully demonstrate the validity of our proposal and the

mosaic images are conveniently segmented. However, some

important mistakes appear in the segmentation of the mo-

saic M2 due to the diÆculty of the texture features used to

model the textures existent in this image. Therefore, the

identi�cation of the best texture features for each applica-

tion is required.

V. Conclusions

A new strategy for image segmentation which integrates

region and boundary information has been described. The

algorithm uses the contours of the image in order to ini-

tialize, in an unsupervised way, a set of active regions. The

knowledge of these regions allows to de�ne the region in-

formation and to extract accurate boundary information.
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Fig. 2. Mosaic images of natural textures and segmentation results. First row shows the mosaic images (a) M1, (b) M2 and (c) M3. Second
row shows the obtained segmentation results.

TABLE I

Quantitative segmentation results.

Mosaic Region-based Boundary-based

em
R

e
f

R
p �DB

G
�DB

G
�DG

B
�DG

B

M1 0,000 0,000 1,000 0,008 0,089 0,008 0,089

0,000 0,000 1,000 0,008 0,089 0,008 0,089

0,000 0,000 0,999 0,048 0,279 0,072 0,383

0,000 0,000 0,999 0,072 0,383 0,048 0,279

M2 0,013 0,023 0,982 1,737 2,048 2,113 2,484

0,045 0,013 0,971 1,965 1,721 2,557 2,342

0,214 0,005 0,890 3,652 3,003 8,619 7,620

0,010 0,168 0,911 9,003 6,785 4,423 4,171

M3 0,047 0,017 0,968 3,123 2,806 2,089 2,573

0,033 0,002 0,983 2,752 2,418 2,488 2,392

0,000 0,095 0,953 0,860 0,720 0,836 1,741

0,059 0,018 0,961 1,381 1,646 1,676 1,982

Then, region compete for the pixels maximizing an energy

function which takes into account both region and bound-

ary information. The method has been implemented on

a multiresolution representation and has been tested on a

set of synthetic and real images. The experimental results

demonstrate the e�ectiveness of the proposed algorithm in

estimating regions and their boundaries with high accuracy.

Future extensions of this work are oriented to testing

our proposal with a di�erent feature descriptor, as well as

the integration of texture features with color properties to

carry out the segmentation taken into account both infor-

mation sources.
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